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Abstract The biogeochemical process known as mi-1

crobially induced calcite precipitation (MICP) is being2

investigated for engineering and material science appli-3

cations. To model MICP process behavior in porous me-4

dia, computational simulators must couple flow, trans-5

port, and relevant biogeochemical reactions. Changes in6

media porosity and permeability due to biomass growth7

and calcite precipitation, as well as their effects on one8

another must be considered. A comprehensive Darcy-9

scale model has been developed by Ebigbo et al (2012)10

and Hommel et al (2015) and validated at different11

scales of observation using laboratory experimental sys-12

tems at the Center for Biofilm Engineering (CBE), Mon-13

tana State University (MSU). This investigation clearly14
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demonstrates that a close synergy between laboratory 15

experimentation at different scales and corresponding 16

simulation model development is necessary to advance 17

MICP application to the field scale. Ultimately, model 18

predictions of MICP sealing of a fractured sandstone 19

formation, located 340.8 m below ground surface, were 20

made and compared with corresponding field obser- 21

vations. Modeling MICP at the field scale poses spe- 22

cial challenges, including choosing a reasonable model- 23

domain size, initial and boundary conditions, and de- 24

termining the initial distribution of porosity and per- 25

meability. In the presented study, model predictions of 26

deposited calcite volume agree favorably with corre- 27

sponding field observations of increased injection pres- 28

sure during the MICP fracture sealing test in the field. 29

Results indicate that the current status of our MICP 30

model now allows its use for further subsurface engi- 31

neering applications, including well-bore-cement sealing 32

and certain fracture-related applications in unconven- 33

tional oil and gas production. 34

Keywords microbially induced calcite precipitation 35

(MICP) · permeability modification · field-scale 36

modeling · reactive transport 37

1 Introduction 38

Microbially induced calcite precipitation (MICP) is be- 39

coming established as a useful technology for a range of 40

geoscience and engineering applications, as summarized 41

by Phillips et al (2013a), including amending or improv- 42

ing construction materials, cementing porous media, 43

environmental remediation, and containment of nuclear 44

waste. In the subsurface environment, MICP causes de- 45

position of calcium carbonate, resulting in a reduction 46
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of porosity and permeability. For example, MICP min-47

erals deposited in preferential flow paths in fractured48

porous media, and in the near-well-bore environment49

can mitigate leakage potential of sequestered carbon50

dioxide, methane, and well-bore fluids (Phillips et al,51

2013b; Mitchell et al, 2013). MICP technology is based52

on the injection of relatively low-viscosity aqueous so-53

lutions which promote calcite precipitation to seal un-54

wanted flow paths, especially in small aperture frac-55

tures. MICP therefore compliments traditional high-56

viscosity sealants (e.g. cement) used to seal unwanted57

flow paths in the near-well-bore environment.58

To better understand and predict MICP process be-59

havior in porous media systems, computational simula-60

tors must be developed which couple flow, transport,61

and biogeochemical reactions. Changes in media poros-62

ity and permeability need to be considered and coupled63

to biomass growth and calcite precipitation. A compre-64

hensive model has been developed by the University of65

Stuttgart and partners and validated at different scales66

of observation using laboratory experimental systems67

at the Center for Biofilm Engineering (CBE), Montana68

State University (MSU) (Ebigbo et al, 2010, 2012; Hom-69

mel et al, 2015, 2016). Ultimately, model predictions of70

MICP sealing of a fractured sandstone formation, lo-71

cated 340.8 m below ground surface, were made and72

compared with actual field experiments which resulted73

in virtually complete fracture sealing. Results indicate74

that, even though parts of the current MICP model are75

still considered as work in progress, it might now be76

suitable for other types of important subsurface field-77

scale applications, including well-bore-cement sealing78

and certain unconventional oil- and gas-related applica-79

tions. Field experiments in both of these areas are now80

beginning.81

Below, we review briefly the major fundamentals82

of microbially induced calcite precipitation, while re-83

ferring, for details, to our previous publications in this84

field. Subsequently, we summarize the history of the de-85

velopment of our mathematical and numerical model,86

thereby discussing the different scales and the impor-87

tance of experimental results for step wise validation of88

the model. The core part of this paper is then the pre-89

sentation of the field demonstration, its modeling, and90

the discussion of the results of this study. This allows us91

to draw conclusions on the current state of the model92

and on perspectives on its application in future work.93

2 MICP Fundamentals94

Microbially induced calcite precipitation (MICP) oc-95

curs when microbial metabolism alters the surround-96

ing aqueous phase in a way that leads to precipita-97

attachment/
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precipitation/

dissolution
solute

water
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rock grain
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growth/

decay
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Fig. 1 Schematic view of relevant processes and phases con-
sidered in the conceptual MICP model for the field applica-
tion scenario, modified from Hommel et al (2015).

tion of calcite. In this study, we focus on biofilm-based 98

MICP via ureolysis by the bacterium Sporosarcina pas- 99

teurii. MICP offers an engineering option that uses con- 100

trolled biofilm growth to achieve targeted calcite pre- 101

cipitation, which can be employed in various applica- 102

tions (e.g. Krajewska, 2017; Umar et al, 2016; Phillips 103

et al, 2013a). In subsurface applications, this process is 104

typically associated with a reduction of porosity and, 105

even more importantly, of permeability (e.g. Cuthbert 106

et al, 2013; Whiffin et al, 2007; Nemati and Voordouw, 107

2003; Ferris et al, 1996). For example Minto et al (2018) 108

show the reduction in permeability also by solving the 109

Navier-Stokes equation on the geometry extracted from 110

X-ray computed tomography of samples before and af- 111

ter MICP treatment. S. pasteurii expresses the enzyme 112

urease that catalyzes the hydrolysis reaction of urea 113

(CO(NH2)2) into ammonia (NH3) and carbon dioxide 114

(CO2) (e.g. Bachmeier et al, 2002). Aqueous solutions 115

of ammonia become alkaline. Thus, the ureolysis re- 116

action leads to an increase in alkalinity. This shifts the 117

carbonate balance in an aqueous solution toward higher 118

concentrations of dissolved carbonate (CO3
2– ). Adding 119

calcium (Ca2+) to the system then results in the pre- 120

cipitation of calcium carbonate (CaCO3). 121

CO(NH2)2+2 H2O+Ca2+ −−→ 2 NH4
++CaCO3 ↓ . (1)

Figure 1 illustrates the main processes governing 122

MICP at the pore scale. Ureolytically active S. pas- 123

teurii cells are introduced in aqueous suspension. These 124

cells attach to surfaces, take up nutrients, and form a 125

biofilm. As biofilm growth continues, some cells detach 126

and are transported down gradient. A detailed discus- 127

sion of biofilm processes in porous media appears in 128

Ebigbo et al (2010). The MICP process continues with 129

the addition of urea which is hydrolyzed, resulting in 130
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a pH increase. Subsequent addition of Ca2+ results in131

calcium carbonate (calcite) deposition, which, together132

with the accumulated biofilm, causes a reduction in133

porosity and permeability of the porous medium.134

Figure 2 shows a visual example of calcite deposi-135

tion resulting from the MICP process. In this exam-136

ple, MICP was applied to seal a horizontal fracture in a137

76.2 cm-diameter sandstone core as reported by Phillips138

et al (2015). These meso-scale laboratory experiments139

provided valuable insights into the formulation of a pro-140

tocol for the injection of media for MICP, including mi-141

crobial inoculum, urea, and calcium in order to achieve142

virtually complete sealing of the fracture under radial143

flow conditions. Modeling of these experiments as an144

intermediate step before modeling the field-scale appli-145

cation is discussed below in Section 3.3.146

3 Model Development147

The major challenge in constructing a predictive model148

for permeability reduction in the underground with MICP149

is quantifying the complex interactions between flow,150

transport, biofilm growth, and reaction kinetics. Any151

model for MICP, or, more generally, reactive trans-152

port, is necessarily a simplification of these processes153

and their interactions and any new experimental in-154

sight into the processes has the potential to improve155

such models. Thus, there exists a variety of numerical156

models for reactive transport in porous media which in-157

volve microbial activity. Applications found in the liter-158

ature include the interaction of microbes with the sub-159

surface transport of contaminants, (e.g. Jacques et al,160

2008; Prommer et al, 2007; Watson et al, 2003; Tebes-161

Stevens et al, 1998), microbially enhanced oil recov-162

ery (e.g. Landa-Marbán et al, 2017; Nielsen et al, 2016,163

2014; Vilcáez et al, 2013) or biomineralization, of which164

especially the engineered application of microbially in-165

duced calcite precipitation (MICP) has received consid-166

erable attention. Most numerical models for MICP are,167

similarly to the model used in this study, formulated168

at the REV scale (or: Darcy scale) (e.g. Barkouki et al,169

2011; Cuthbert et al, 2013; Martinez et al, 2014; Nassar170

et al, 2018; van Wijngaarden et al, 2011, 2013, 2016),171

while Qin et al (2016) and Zhang and Klapper (2010,172

2011, 2014) use pore-network and pore-scale models,173

respectively.174

Many models are designed to match some exper-175

iments, focusing on the processes of relevance in the176

particular experiments while neglecting other processes177

that might be relevant at the field scale. The models178

presented by Martinez et al (2014) and Barkouki et al179

(2011) use a complex ureolysis rate equation (Fidaleo180

and Lavecchia, 2003), the same as our initial model181

(Ebigbo et al, 2012), and a saturation-state dependent 182

precipitation rate, while neglecting changes in perme- 183

ability and assuming a constant biomass distribution. 184

This results in a constant ureolytic activity over time 185

for each point. Cuthbert et al (2013) use a first-order 186

kinetic model for ureolysis and model bacterial trans- 187

port and attachment. However, they simplified the geo- 188

chemistry by setting the precipitation rate equal to the 189

ureolysis rate. On the other hand, they account for 190

the impact of the calcite precipitated during MICP on 191

hydrodynamics. Michaelis-Menten kinetics are used to 192

model the ureolysis rate in van Wijngaarden et al (2011, 193

2013, 2016) and, like Cuthbert et al (2013), they assume 194

that the precipitation rate is proportional to the ure- 195

olysis rate. The permeability change is accounted for 196

by a Kozeny-Carman relationship, but only calcite is 197

assumed to have an effect. Bacteria are assumed to be 198

homogeneously distributed in van Wijngaarden et al 199

(2011), while van Wijngaarden et al (2013) account for 200

attachment, detachment, and bacterial transport and 201

van Wijngaarden et al (2016) investigate the effect of 202

various decay and biomass removal rates. For special 203

cases, van Wijngaarden et al (2011, 2013) propose ana- 204

lytical solutions. The kinetic rate equations, in Qin et al 205

(2016) are identical to those used in our modified model 206

(Hommel et al, 2015). 207

3.1 Brief Presentation of MICP Model Equations 208

The initial model for MICP published by Ebigbo et al 209

(2012) was developed based on the final calcite dis- 210

tribution from four quasi-1D column experiments. It, 211

and its improvement by Hommel et al (2015), is to 212

our knowledge the most complex numerical model for 213

MICP that has been published, including a fairly com- 214

plex solution chemistry, growth, decay, attachment, de- 215

tachment, transport of biomass, detailed kinetic rate 216

equations for the biomass processes, ureolysis, precipi- 217

tation and dissolution of calcite, effects of both biofilm 218

and calcite on porosity and permeability, and the pos- 219

sibility to account for two-phase flow. The model is 220

based on standard mass balance equations for each dis- 221

solved component (water (w), inorganic carbon (ic), 222

sodium (Na), chloride (Cl), calcium (Ca), urea (u), am- 223

monium/ammonia (a), substrate (s), oxygen (O2), and 224

suspended biomass(sb)) and solid phase (biofilm (b) 225

and calcite (c)), using Darcy’s law for the phase veloci- 226

ties. Primary variables are the phase pressure, the mole 227
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(a) (b) (c)

20 cm 2 cm 1 cm

Fig. 2 Precipitates observed from MICP sealing of a 1 mm fracture (33 cm in length) in a 76.2 cm diameter sandstone core.
(a, b) Precipitates formed in the region of the fracture; (c) Precipitates were observed inside the 5.4 cm diameter stainless steel
injection tube. These photographs help visualize the nature of the mineral deposits resulting from the application of MICP to
seal fractured porous media.

fractions of the components, and the volume fractions228

of the solid phases.229

∑
α

∂

∂t
(φραx

κ
αSα) +∇· (ραxκαvα)

−∇· (ραDpm,α∇xκα) = qκ,

(2)

here, t is time, φ porosity, ρα, Sα, and vα the den-230

sity, saturation and the velocity of phase α respectively,231

xκα the mole fraction of component κ in phase α. Dpm,α232

is the dispersion tensor of phase α in the porous medium,233

and qκ is the source term of component κ due to bio-234

geochemical reactions. The mass balances for the solid235

phases calcite (c) and biofilm (b) contain only a storage236

and source term since they are immobile:237

∂

∂t
(φλρλ) = qλ, (3)

here, φλ and ρλ are volume fraction and density of238

the solid phase λ, and qλ is the source term of phase λ239

due to biochemical reactions. The mass balance equa-240

tions for the transported components (Eq. (2)) and the241

solid phases (Eq. (3)) are coupled by the component-242

specific reactive source and sink terms qκ and qλ, which243

are discussed in detail in Ebigbo et al (2012) and Hom-244

mel et al (2015). The porosity is updated by subtract-245

ing the solid-phase volume fractions φλ from the initial246

porosity φ0:247

φ = φ0 −
∑
i

φi = φ0 − φb − φc. (4)

As both the volume fraction of biofilm φb and calcite248

φc are assumed to be impermeable, the permeability K249

can be calculated using the porosity from Equation (4),250

without distinguishing between the contribution of each251

solid. To relate the changes in porosity to the change252

in permeability, a Verma–Pruess type relation (Verma 253

and Pruess, 1988) with an exponent of 3 is chosen, re- 254

ducing the effective porosity by the parameter of the 255

critical porosity φcrit, at and below which the perme- 256

ability becomes zero even though a residual porosity 257

persists: 258

K

K0
=

[
(φ− φcrit)
(φ0 − φcrit)

]3
. (5)

The model is implemented in the open-source sim- 259

ulator DuMuX (DUNE for Multi-Phase, Component, 260

Scale, Physics, . . .) (Flemisch et al, 2011), which is 261

based on DUNE (Distributed and Unified Numerics En- 262

vironment) which, itself, is an open-source framework 263

for solving partial differential equations (Bastian et al, 264

2008b,a). This study uses as discretization methods im- 265

plicit Euler for time and a fully coupled, vertex-centered 266

finite volume (box) scheme (Helmig, 1997) for space. 267

The resulting system of equations is solved using the 268

BiCGStab solver (van der Vorst, 1992) after being lin- 269

earized using the Newton-Raphson method. The time 270

stepping is adaptive and the size for each time step is 271

determined by the number of Newton iterations until 272

convergence of the previous time step and its size. In 273

case the Newton-Raphson method does not converge 274

within a maximum number of iterations, the time step 275

is restarted with half the initial time-step size. 276

A comprehensive discussion of the MICP model, es- 277

pecially the individual reactive source and sink terms, 278

the capability for including a potential second fluid 279

phase, and the treatment of equilibrium dissociation 280

reactions, is given in Ebigbo et al (2012) and Hommel 281

et al (2015). For convenience, we summarize the reac- 282

tive source and sink terms, the reaction rate equations, 283

the model parameters used, and the initial and bound- 284

ary conditions in the Appendix. 285
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3.2 How the Model was Improved by Experiments286

In Hommel et al (2015), the MICP model was improved287

based on new insights regarding the main driving force288

of the MICP reactions, urea hydrolysis. Experiments289

with S. pasteurii, the organism mostly used for engi-290

neered MICP research and development, allowed us the291

determination of whole-cell ureolysis kinetics parame-292

ters (Lauchnor et al, 2015). This in turn allowed for the293

implementation of more appropriate ureolysis rate ki-294

netics in the reactive source and sink terms associated295

with ureolysis.296

Simultaneous to the investigation of the ureolysis297

kinetics, new column experiments were conducted mon-298

itoring Ca2+ and NH4
+ concentrations at 10 cm inter-299

vals along the column over time to provide improved300

experimental data for recalibration of the model by in-301

verse modeling (Hommel et al, 2015). This significantly302

increased the experimental data available for calibra-303

tion compared to the previous experiments, were only304

the final amount of calcite along the column was avail-305

able (Ebigbo et al, 2012). The updated and recalibrated306

model was validated using data of the replicate of the307

new column experiment, again with Ca2+ and NH4
+

308

concentration and final calcite measurements, as well as309

a previous experiment described in Ebigbo et al (2012)310

(Hommel et al, 2015). The improved model proved to311

be more robust with respect to the medium chemistry,312

which changed between the experiments reported in313

Ebigbo et al (2012) and Hommel et al (2015), increas-314

ing its predictive capabilities. However, the model was,315

up to that point, almost exclusively validated with data316

from quasi-1D column experiments with plug-flow con-317

ditions. Thus, a comparison between model predictions318

and experimental data in a full 3D setup with radial319

flow conditions was conducted before the model was320

applied to investigate a field-scale scenario. Figure 3321

provides a summary of the interaction between labora-322

tory experimentation and model development.323

3.3 Transition from Laboratory to Field-relevant324

Applications325

The model published by Ebigbo et al (2012) and Hom-326

mel et al (2015) was essentially validated using quasi-1D327

column experimental data and one 2D radial flow data328

set. Additionally, in all of the previous experiments, the329

porous medium had been homogeneous sand. There-330

fore, as the next step toward field application, we inves-331

tigated the model’s capability to predict radial flow in332

a 3D domain in a field-relevant porous medium (sand-333

stone). To this end, we simulated MICP sealing in the334

medium-scale sandstone through the experiments by335

Phillips et al (2015) (summarized in Figure 2), which 336

featured a horizontal fracture and horizontal flow condi- 337

tions. The model and parameters used were those pub- 338

lished in Ebigbo et al (2012), as the simulation was car- 339

ried out in 2013, before the model was improved and 340

recalibrated by Hommel et al (2015) (see Section 3.2). 341

This horizontal sandstone fracture experiment was very 342

similar to the conditions encountered in the MICP field 343

demonstration described in Section 4. The setup, initial 344

and boundary conditions for the simulation were taken 345

from Phillips et al (2015). The boundary conditions are 346

chosen as no-flow conditions except for Dirichlet condi- 347

tions at the outer radius and the top and the injection at 348

the inner radius according to Phillips et al (2015). The 349

simulation showed that the model was able to simulate 350

3D domains, although the computational costs are high. 351

The model results (Figure 4) show preferential biomass 352

accumulation in the high-permeable layer at the bottom 353

of the simulation domain representing the fracture in 354

the sandstone core. This leads to preferential precipita- 355

tion within this layer, eventually sealing the fracture as 356

also observed in the experiments by Phillips et al (2015) 357

summarized in Figure 2. A detailed discussion of the re- 358

sults for this modeling effort is beyond the scope of this 359

article. However, there was good qualitative agreement 360

between simulation results and experimental observa- 361

tions, which increased our confidence that the model 362

could be applied to similar conditions at the field site 363

without significant further modification. 364

4 Modeling MICP at the Field Scale 365

A subsurface sandstone fracture-sealing field demon- 366

stration was conducted in April 2014. Collaborators 367

on this field-scale demonstration include the Center for 368

Biofilm Engineering at Montana State University (CBE/MSU),369

Southern Company (SC), the University of Alabama 370

at Birmingham (UAB), Schlumberger Carbon Services 371

(SLB), Shell International Exploration and Production 372

B.V. (Shell), and the University of Stuttgart (Stuttgart). 373

CBE/MSU designed the field demonstration protocol, 374

oversaw testing and analyzed results. Stuttgart super- 375

vised numerical modeling in collaboration with CBE 376

researchers. Southern Company conducted geologic site 377

characterization and obtained rock core samples from 378

the field for laboratory analysis. SC also helped coor- 379

dinate field operations with Schlumberger. UAB con- 380

ducted multiple core tests on field and laboratory sand- 381

stone rock core samples. Shell assisted in designing the 382

field demonstration and analyzing results. All collabo- 383

rators actively participated in decision-making and eval- 384

uation for each stage of the project. This project in- 385

tegrated expertise from practitioners (SC, SLB, and 386
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Fig. 4 MICP modeling of the sandstone-core experiment from Figure 2: (Left) picture of the fractured meso-scale core and a
sketch of the simulation domain with the shaded area as the highly permeable layer representing the fracture; the darker areas
are indicative of fluids exiting the horizontal fracture. (Right) model prediction of biofilm distribution after 1.16 d of injection.
Most of the biofilm is concentrated in the fracture at the front and bottom of the domain.

Shell) with experimental research (MSU/CBE, UAB)387

and numerical modeling (Stuttgart) to successfully com-388

plete the field demonstration thoroughly evaluating the389

field injection protocol, field delivery system, and effec-390

tiveness of the biomineralization sealing process. Herein391

we highlight the role of numerical modeling at Stuttgart.392

4.1 Description of the MICP Sealing Field393

Demonstration394

Previously reported MICP-related field studies include395

stimulation of microbial urea hydrolysis in groundwater396

to enhance calcite precipitation, Fujita et al (2008), us-397

ing MICP to reduce permeability of fractured volcanic398

rock at a 25 m depth, Cuthbert et al (2013), and pre-399

cipitation of calcite by indigenous microorganisms to400

strengthen liquefiable soils, Burbank et al (2011). An-401

other noteworthy large-scale MICP experiment which402

quantified biomediated ground improvement by ureoly- 403

sis is reported by van Paassen et al (2010). The MICP 404

sealing field study discussed herein builds on these pre- 405

vious field-scale studies by demonstrating the use of 406

MICP in fractured sandstone 340.8 m below ground 407

surface (bgs) using conventional oil-field delivery tech- 408

niques. 409

The MICP sealing field demonstration was performed 410

inside a 24.4 cm-diameter well located on the Gorgas 411

Steam Generation facility near Jasper, Alabama, USA 412

(hereafter referred to as the Gorgas site). The target 413

zone for the sealing experiment was a horizontal sand- 414

stone fracture, located 340.8 m bgs. 415

The field demonstration involved the following se- 416

quence: (1) field-site characterization; (2) fracturing the 417

sandstone formation to develop injectivity; (3) design 418

of a protocol for field injection strategy; (4) injection of 419

microbes, urea, and calcium in the field using conven- 420
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tional oil-field delivery technologies; and (5) assessment421

of the fracture plugging after treatment. This sequence422

was described in detail in Phillips et al (2016).423

Site Description: Based on a review of the petrophysi-424

cal well logs for the site prepared by Schlumberger, the425

Fayette sandstone group at a depth of 338.3 to 341.4 m426

bgs was determined to be the best candidate for per-427

forming the field demonstration. The Fayette is a sand-428

stone with, at this location, a porosity of approximately429

12% and a permeability of ∼1.0856×10−14m2 (11 mD),430

according to the pre-application petrophysical analysis431

by Schlumberger. The cement bond log (not shown) in-432

dicated good cement across the zone, so good hydraulic433

isolation was expected. Prior to the actual biomineral-434

ization sealing test, a bridge plug was installed in the435

well at an elevation of 343.5 m bgs. This plug estab-436

lished the lower boundary of the injection zone for in-437

jection of test fluids. The completely cased well was438

perforated in the target region, 340.7 to 341.1 m bgs,439

and a packer was set to isolate the Fayette formation440

(Phillips et al, 2016).441

Preliminary well testing established that the 1.0856×442

10−14m2 permeability of the Fayette sandstone was too443

low to conduct a meaningful MICP test on the forma-444

tion itself and, therefore, it was decided to hydraulically445

fracture the formation in order to increase injectivity.446

Hydraulic fracturing was carried out by Schlumberger447

and resulted in the establishment of a single horizontal448

fracture plane extending radially into the Fayette sand-449

stone located 340.8 m bgs. This fracture plane was es-450

tablished as the target zone for subsequent MICP seal-451

ing activities.452

MICP Field Test: The MICP field demonstration in-453

volved microbial inoculation of the formation with S.454

pasteurii combined with urea and calcium injections455

over the course of four days. Several months prior to456

the field demonstration, multiple scenarios were run457

with the MICP simulation model considering actual458

characteristics at the Gorgas site. These modeling re-459

sults were used to plan the actual injection sequence of460

MICP components. We also considered well-bore mix-461

ing and transport into the formation in such a way as462

to encourage reaction and calcite precipitation in the463

formation as opposed to inside the well-bore. This in-464

volved determining the schedule and flow rates for in-465

jecting fluids both during and after bailer injection of466

MICP components. We also needed assurance that the467

time needed to develop the MICP seal of the fracture468

would be no longer than four days. The MICP mod-469

eling scenarios, together with pre-field-test laboratory470

experiments, provided an efficient process for screening471

alternatives which resulted in the “best predicted” field 472

injection strategy. Based on these results, it was possi- 473

ble to estimate quantities of key components such as mi- 474

crobial inoculum, calcium, urea etc. needed for the field 475

work. This a priori MICP modeling/experimentation 476

effort proved extremely valuable in successfully com- 477

pleting this MICP based fracture sealing in the field. 478

During the actual field demonstration, a total of 479

24 calcium injections and six microbe injections were 480

required over the four-day period to achieve complete 481

sealing. Conventional oil-field methods were used to de- 482

liver the biomineralization components downhole by us- 483

ing an 11.4 l wireline dump bailer combined with pe- 484

riodic pumping of a brine solution into the fractured 485

formation. The fractured region was considered com- 486

pletely sealed when it was no longer possible to inject 487

fluids into the formation without exceeding the initial 488

formation fracture pressure. On day 3, around 45 h after 489

the first injections, a significant decrease in injectivity 490

was observed and the flow rates had to be reduced dur- 491

ing the fourth day to avoid exceeding the formation’s 492

fracture pressure. Sealing of the fracture with MICP 493

was assessed through (i) the reduction of injectivity, 494

(ii) decrease in pressure decay after well shut in, and 495

(iii) detection of MICP byproducts including calcium 496

carbonate (CaCO3) in side-wall cores retrieved from 497

1.8 m above the fracture zone. Detailed results of this 498

MICP field demonstration are presented in Phillips et al 499

(2016). 500

4.2 Model Predictions and Evaluation 501

In this section, two categories of modeling scenarios 502

are discussed. The first category, identified as the 2014 503

simulations, refers to the modeling done prior to and 504

immediately after the April 2014 field demonstration. 505

The second category, identified as the 2018 simulations, 506

refers to recent modeling done after evaluating the re- 507

sults of the field demonstration. The main difference of 508

the simulations are the sets of parameters used and that 509

the 2018 simulations consider infinite-acting pressure 510

boundary conditions at the outer radius of the simula- 511

tion domain. 512

As the model recalibration discussed in Hommel 513

et al (2015) was not yet completed at the time of the 514

first modeling study in 2014, the values for some model 515

input parameters differed from those published there. 516

Those parameter values are given in Table 1. All other 517

parameter values are identical to those published in 518

Hommel et al (2015). Thus, in addition to investigat- 519

ing the effect of an improved pressure boundary con- 520

dition, the 2018 simulations were also aimed at high- 521

lighting the impact of the changed set of parameters 522
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Fig. 5 Sketch of the grid for the 2.4 m×2.4 m and the
8 m×8 m and the initial pressure (in Pa) as well as the bound-
ary conditions used for the 2014 simulations.

on the simulation results. No parameters were fitted523

for the field-scale simulations, as the 2014 simulations524

were conducted prior to and immediately after the field525

application, when no data for calibration were available.526

Also for the 2018 simulations, no parameters were fit-527

ted specifically for the field-application setup due to the528

scarcity of field-scale data.529

Simulation Domains and Geometry: To address the un-530

certainty in the extent of the radial fracture, two scenar-531

ios were investigated prior to the 2014 field application:532

the “small” 2.4 m×2.4 m (height × radius) scenario533

with a radial fracture extent of 1.6 m and the “large”534

8 m×8 m scenario with a radial fracture extent of 4 m.535

Both scenarios were simulated assuming various injec-536

tion strategies (not shown or discussed here) and the537

best injection strategy was chosen to be used for the538

actual field test. For the recent simulations in 2018, the539

“large” scenario was extended to a radius of 50 m. As540

the vertical extent of the MICP sealing into the forma-541

tion was part of the research question, it was necessary542

to use a 3D model and therefore not possible to reduce543

the domain to a 2D fracture plane. The simulation do-544

mains were constructed assuming radial symmetry with545

the domain height as well as the radial extent adjusted546

to the radial extent of the fracture, resulting in a height547

and radius of 2.4 m for the small and 8 m for the large548

scenario, see Figure 5. For each scenario, the fracture549

is approximated as a 5 cm thick highly permeable layer550

in the vertical center of the simulation domain. Within551

this layer and adjacent to it, the resolution in vertical552

direction is chosen to ∆z = 1 cm.553

The representative fracture-layer permeabilityKfrac =554

1.645×10−12m2 was estimated using the cubic law and555

comparing single-phase-flow simulation results for the556

large scenario to the data from the field-site pumping557

tests conducted by Schlumberger Carbon Services prior558

to the field application. The fracture aperture used was559

a = 100 µm, as estimated by Schlumberger Carbon560

Services resulting in a permeability according to the 561

cubic law of Kcubic = a2

12 = 8.3 × 10−10 m2 (Hommel 562

et al, 2018). Aperture-weighted averaging of Kcubic and 563

the formation permeability of K = 1.0856 × 10−14 m2
564

over a total chosen fracture-layer thickness of 5 cm 565

results in an apparent fracture-layer permeability of 566

Kfrac,app = 1.667×10−12m2, which was then reduced to 567

Kfrac = 1.645× 10−12 m2 to match the pre-application, 568

post-fracturing pumping test data on the large simula- 569

tion domain. 570

The fracture-layer porosity is assumed to be identi- 571

cal to the formation porosity of 12%, as the fracture- 572

aperture estimates by Schlumberger Carbon Services 573

were much smaller (a = 100 µm) than the vertical res- 574

olution used for the fracture layer (1 cm). The critical 575

porosity, at which K = 0, in the porosity-permeability 576

relation is estimated to be φcrit = 0.1, based on the φcrit 577

previously fitted for sandstone cores of similar sand- 578

stones with comparable initial permeability (Hommel 579

et al, 2013). The computational grid is refined towards 580

the well and around the fracture, see Figure 5. The ini- 581

tial conditions are chosen as hydrostatic pressure distri- 582

bution with a pressure of 1.79× 106 Pa for the simula- 583

tions done prior to the field demonstration (2014) and 584

3.34 × 106 Pa for the recent (2018) simulations of the 585

field application at the vertical center of the domain. 586

The latter value is higher because it accounts for the 587

filling of the well with water up to the surface. 588

The initial concentrations (in mole fractions) of the 589

various chemical species are zero except for inorganic 590

carbon xCio
= 1.79 × 10−7 as well as Na+ and Cl– , 591

which are both set to xNa = xCl = 0.007 to match 592

the formation salinity of 24 g/l reported in Cunning- 593

ham et al (2014). All other components are assumed 594

not to be present initially. The boundary conditions are 595

set to no-flow boundaries, except for the injection into 596

the fracture layer at the inner radius and a Dirichlet 597

boundary condition for the entire outer radius, which 598

is set to the initial values, except for the pressure in the 599

2018 simulations. For the 2018 simulations of the ac- 600

tual field application, a simple flow simulation, without 601

component transport and reactions, in a large, 10 km 602

radius domain is used to determine the time-dependent 603

pressure for the Dirichlet boundary condition at the 604

outer radius of the smaller simulation domain for the 605

MICP simulations. Additionally, the simulation domain 606

for MICP was increased to a 50 m radius, keeping the 607

height at 8 m, to capture a more significant portion 608

of the region with high pressure gradients. This is nec- 609

essary as the pressure signal will obviously propagate 610

much further than the outer radius of the grids used 611

for the simulations in 2014. However, much larger grids 612

than those used are not practical for the MICP simu- 613
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Table 1 Parameters used in the 2014 pre-application simulations which differ from the final calibration values published by
Hommel et al (2015).

Parameter ca,1 ca,2 ρbio kub

Units [1/s] [1/s] [kg/m3]
[kgurease/kgbio]

Brief descrip-
tion

Unspecific
biomass
attachment
coefficient

Biomass
attachment
coefficient
to existing
biofilm

Biofilm dry
density

Urease
content of
biomass

2014 pre-ap-
plication

1.5× 10−5 5× 10−6 10 1× 10−2

Hommel et al
(2015)

8.3753 ×
10−8

8.5114 ×
10−7

6.9 3.81× 10−4

lations due to the complexity and associated computa-614

tional time of the model, which would, on larger grids,615

result in impractically long simulation times.616

Model Predictions First, the modeled injection strate-617

gies and the times of the simulations relative to the field618

experiment are discussed. We distinguish between the619

pre-experiment simulations, done in 2014, and the post-620

experiment simulations, done in 2014 immediately after621

the field experiment and in 2018. The pre-experiment622

simulations examined the influence of the injection strate-623

gies, “simple” and “ideal”, the size of the domain, “small”624

and “large”, and radial extent of the fracture, on the625

simulation results. The post-experiment simulations fo-626

cused on reproducing the field experiment using the ex-627

act (“real”) injection strategy and, additionally for the628

2018 simulation, investigating the effect of the model629

recalibration by Hommel et al (2015) and the outer ra-630

dius Dirichlet boundary condition on the results.631

Two injection strategies were considered during the632

planning of the 2014 field experiment, one with a low633

number of injections of long duration each, referred to634

in the following as the “simple” injection strategy, and635

one with a high number of short injections, referred to636

in the following as the “ideal” injection strategy. The637

latter injection strategy consisted of 7 cell-inoculation638

and 34 calcium-rich injections, alternating with no-flow639

periods after the injections allowing for bacterial growth640

and attachment or reaction. Inoculations were done in641

the beginning and then prior to overnight no-flow pe-642

riods and after five of the ten daily calcium-rich injec-643

tions. Calcium- and cell-free media were injected for a644

short period before reinoculating to prevent clogging of645

the immediate vicinity of the well. This injection strat-646

egy was chosen to be applied in the field, see the descrip-647

tion in Section 4.1, as the model predictions suggested648

sufficient permeability reduction, see Figure 6, and be-649

cause the more frequent and faster injections would re-650

duce the risk of unwanted precipitation within the well- 651

bore. A slightly changed strategy was actually applied 652

in the field. This will be referred to as the “real” in- 653

jection strategy. It was modeled immediately after the 654

field experiment in 2014 and, again, after analyzing the 655

field measurements in 2018. It is similar to the “ideal” 656

strategy but includes sampling and technical problems 657

encountered during the field demonstration as well as 658

decreasing injection rates towards the end of the test. 659

The results for permeability predictions of the model for 660

the three injection strategies simulated in 2014 and the 661

“real” injection strategy simulated in 2018 are shown in 662

Figure 6. The “simple” injection strategy results in al- 663

most complete plugging of the high permeability region. 664

For the “ideal” and “real” injection strategies, perme- 665

ability is reduced mostly in the first 0.5 m to 1 m of the 666

domain, independent of the size of the domain used, 667

when using the 2014 parameter set, see Table 1. Using 668

the best-fit values published by Hommel et al (2015) 669

(Table 1) leads to much less permeability reduction, as 670

much less precipitates are predicted to form, see Figure 671

7. 672

The experimental data that can be compared to 673

model results are limited to the recorded injection pres- 674

sure and a few side-wall cores due to the depth of 340.8 m 675

bgs. Thus, it is difficult to conclude which domain size, 676

boundary conditions, and parameter sets are most ac- 677

curate. The sensitivity of the model to the estimated 678

formation porosity and permeability, to the assumed 679

fracture-layer porosity and permeability, and to the as- 680

sumed critical porosity has not been investigated. 681

A comparison of the “small” and the “large” sce- 682

nario simulated in 2014 indicates that large simulation 683

domains might only be necessary to investigate the un- 684

certainty in the initial geometry, e.g. extent of the high- 685

permeability layer. Large domains might not be neces- 686

sary to model MICP for a fixed geometry as the results 687

of both scenarios are quite similar as long as the radius 688
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Fig. 7 Calcite volume fractions at the inner boundary over
depth predicted by simulations on various simulation domain
sizes. The high-permeable layer into which is injected is situ-
ated at 340.8 m below surface.

is smaller than the extent of the “small” scenario’s high-689

permeability layer, see Figure 6, when using identical690

parameter sets. Equally, even when using the further691

increased domain (8 m×50 m) and a dynamic pres-692

sure boundary condition in the 2018 simulations, the693

results for the biomass (not shown) and calcite distri-694

bution do not change significantly compared to the sim-695

ulations of 2014 with a fixed equilibrium hydrostatic696

pressure boundary condition, when using identical pa-697

rameters, see Figure 7. This is a result of the source698

and sink terms in the model for MICP being almost699

independent of the absolute value of the pressure. It700

influences the reaction terms only indirectly by the mi-701

nor pressure-dependency of the apparent dissociation702

constants, see Hommel et al (2015). Only the pressure703

gradient has a significant influence on the detachment704

rate of biomass, but as the injection is treated as a705

Neumann boundary, the near-well-bore pressure gra-706

dients are independent of the absolute pressure values707

set at the Dirichlet boundary condition. The simulation708

results using the planned (“ideal”) injection strategy 709

match the field-application results very well, as they 710

predict plugging after 25 Ca2+ -rich and 6 biomass in- 711

jections and also the “real” injection strategy results in 712

a significant permeability reduction, see Figure 6. Al- 713

though both biofilm and calcite are assumed to be im- 714

permeable, most of the permeability reduction is due to 715

calcite, which, for the “real” injection strategy reaches 716

higher volume fractions (φc,max ≈ 0.02) compared to 717

the small volume fraction of biofilm (φb,max ≈ 0.0006). 718

However, we have to note that using the updated pa- 719

rameter values from (Hommel et al, 2015) that were 720

the best to model the calibration column experiments 721

did not improve the agreement between the model re- 722

sults and the field-scale experiment. On the contrary, 723

biofilm and calcite volume fractions are reduced and no 724

significant plugging is predicted by the model using this 725

parameter set, see Figure 6 and 7. 726

It is currently not possible to explicitly verify the 727

simulation results for permeability shown in Figure 6 728

due to the lack of data. However, side-wall cores, dis- 729

cussed in Section 4.1, collected a year after the field 730

application at 1.8 m above the injection show biominer- 731

alized calcite. This compares quite well with the model 732

results of CaCO3 reaching roughly 1 m above and below 733

the fracture layer, see Figure 7. Especially, when con- 734

sidering that the scenarios investigated assume, except 735

for the high-permeable fracture layer, homogeneous ini- 736

tial porosity and permeability without any vertical pref- 737

erential flow paths. Similarly to calcite, most biomass 738

(not shown here) is concentrated in the high-permeable 739

layer, as in the medium-scale sandstone core in Figure 4. 740

Another parameter that can be compared between 741

the field application and simulation results is the in- 742
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jection pressure, which is the downhole pressure at the743

elevation of the entrance to the fracture. In the simu-744

lation, the injection pressure is strongly influenced by745

the Dirichlet pressure boundary condition set at the746

outer radius. Figure 8 shows the pressure increase due747

to the total of 30 individual pulses of inoculum or min-748

eralization medium injection and the pressure decrease749

after each injection. Also, due to the permeability de-750

crease after 40 h, the injection pressure does not relax751

as fast as during the previous injections, leading to the752

increase in injection pressure, which was also observed753

in the field (Phillips et al, 2016). The simulation results,754

even the recent 2018, with dynamic pressure boundary755

conditions, are still significantly lower than the maxi-756

mum pressures measured in the field which were mea-757

sured to be between ≈ 7 × 106 and ≈ 8 × 106 Pa (not758

shown in Figure 8). Unfortunately, the pressure mea-759

surements in the field focused mainly on the maximum760

pressure peaks during each of the individual injections761

to avoid potential for damaging the equipment used762

or refracturing the formation. No continuous pressure763

measurements were recorded which would be compara-764

ble with the simulation data. The general trend in the765

pressures is matched qualitatively with the gradual in-766

crease in pressures as the application proceeded and a767

pronounced pressure peak at the end of the third day.768

The difference between the 2014 and 2018 simulations769

highlights the difficulty of choosing realistic pressure770

boundary conditions for such field application simula-771

tions. However, the pressure has no significant influence772

on the calculated volume fractions of biofilm (not shown773

here) or calcite and, therefore, on porosity and perme-774

ability, see Figure 6 and 7, as the (bio-)geochemical775

source and sink terms are not pressure-dependent ex-776

cept for the apparent dissociation constants, see Hom-777

mel et al (2015). Thus, the effect of pressure on the778

simulation results is almost completely limited to the779

hydraulic part of the model. And, not the absolute value780

of the pressure is relevant, but rather the injection-781

dependent pressure gradient.782

While the data do not allow an accurate quanti-783

tative comparison with the simulation results, there is784

still encouraging qualitative agreement between simula-785

tion results and corresponding field-scale observation of786

three key system responses. First, we determined that787

the model prediction of 25 calcium-rich pulses necessary788

to achieve fracture plugging compared very well with789

the field observation of 24 calcium-rich pulses. Also,790

side wall coring revealed that calcite deposits extended791

roughly one meter above and below the fracture layer,792

which compares favorably with model results. In addi-793

tion, the profile of simulated downhole injection pres-794

sure compared favorably during periods where actual795

downhole pressure was measured, especially during the 796

third day when clogging began to occur in the field 797

(Section 4.1). 798

5 Conclusions 799

5.1 The State of the MICP Model so far 800

The long-term goal of this research is to develop bio- 801

mineralization-based technologies for sealing preferen- 802

tial flow pathways near well-bores and other applica- 803

tions of permeability modification in the subsurface. 804

The history of development of our MICP model clearly 805

demonstrates that a close synergy between laboratory 806

experimentation at different scales and corresponding 807

simulation model development is highly desirable to re- 808

alize a successful application at the field scale. Joint ex- 809

perimental investigation and model development as dis- 810

cussed in Ebigbo et al (2012) and Hommel et al (2015) 811

has now taken an enormous step towards real field ap- 812

plications. This brings along new challenges. One is- 813

sue is that the best-fit parameters from Hommel et al 814

(2015) result in only minor precipitation for the field- 815

test setup, while the estimated parameter values used 816

in the 2014 simulations, see Table 1, predict significant 817

clogging. However, both the porous medium as well as 818

the flow field is completely different between the field- 819

test and the calibration setup of Hommel et al (2015). It 820

is difficult to determine exactly why the change in con- 821

ditions results in another set of parameters seemingly 822

better adapted than the laboratory best-fit parameters. 823

However, it has to be noted that the values of the fitting 824

parameters of the model are strongly correlated (Hom- 825

mel et al, 2015), which would require a whole set of 826

well-controlled experiments in the relevant porous me- 827

dia and at various scales with more measurements of 828

different kind, all tailored to fulfill the demands of the 829

model to identify a unique set of best-fit parameters. 830

This is clearly our vision for future studies. 831

Inconsistencies between laboratory and field scale 832

could also possibly arise from local, sub-REV-scale het- 833

erogeneities in the field which could result in apparently 834

different kinetics at the modeled resolution as discussed 835

in Burr et al (1994); or such discrepancies might be 836

caused by processes, which have behavior at the labo- 837

ratory scale that is different than at the field scale, or 838

different behavior in different porous media. The effects 839

from different porous media, e.g. from different pore- 840

size distributions, different pore morphologies or chem- 841

ical compositions etc., might be addressed by rigorous 842

upscaling of MICP from the pore scale to larger scales. 843

This could possibly lead to upscaled porous medium- 844

dependent parameterizations of the processes for MICP 845
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similar to the studies of e.g. Bringedal et al (2016);846

Peszyńska et al (2016); Kumar et al (2011); van Noor-847

den et al (2010); Bottero et al (2013, 2010); Heße et al848

(2009). Nonetheless, at the field scale, there will always849

be an insufficient amount of information for upscaling.850

Hence, some degree of parameter fitting is always to851

be expected. Rigorous upscaling is important to obtain852

the appropriate functional form of constitutive relation-853

ships.854

What we consider important for investigating the855

upscaling of MICP processes between the laboratory856

and the field scale, is a close cooperation between ex-857

perimentalists and modelers, as demonstrated in this858

study and others, e.g. by Nassar et al (2018), and, very859

importantly, more well-controlled larger-scale experi-860

ments such as those conducted by van Paassen et al861

(2010). A second, equally important, issue is that in-862

formation on the setup is drastically reduced compared863

to well-controlled laboratory work, thus complicating864

determination of correct initial and boundary condi-865

tions or other properties of the simulation setup such866

as the initial distribution of porosity and permeability.867

Due to this uncertainty in the parameters, it is impor-868

tant to reduce the computational effort of the model869

for future applications to enable statistical assessment870

of the effects of the unknown porosity and permeability871

and, probably to some degree, their heterogeneous dis-872

tribution. There are various means to achieve this, e.g. 873

local grid refinement, improving the time stepping (e.g. 874

Carrayrou et al, 2010), reducing the coupling between 875

the mass balance equations of different components by 876

improving or changing the numerical scheme (e.g. Hoff- 877

mann et al, 2012; Kumar et al, 2011; Kräutle and Kn- 878

abner, 2007, 2005), the use of a multi-scale approach 879

(e.g. Hajibeygi et al, 2008; Jenny et al, 2005). 880

While the chosen size of the model domain and the 881

corresponding spatial resolution of the computational 882

grid have only minor influence on the calculated volume 883

fractions of biofilm and precipitated calcite, and thus on 884

the change in porosity and permeability, this does not 885

hold for the predicted pressures. This study has shown 886

that the absolute values of pressure due to the injections 887

are strongly influenced by the pressure boundary con- 888

dition. The mathematical solution for the pressure in 889

systems of low compressibility behaves approximately 890

elliptic, thus pressure signals travel extremely fast and 891

constant values of pressure at Dirichlet boundaries al- 892

ways limit it. Such effects are also discussed e.g. by 893

Schäfer et al (2012); Birkhölzer et al (2009) for CO2 894

storage in deep saline aquifers. Accordingly, the spatial 895

scale of the pressure footprint due to injection is typi- 896

cally much larger than the spatial scale of the induced 897

reactive transport during MICP, which is the area of 898

focus during sealing. The computationally expensive 899
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MICP model usually limits the size of problem. How-900

ever, it could be beneficial to employ a multi-physics ap-901

proach, e.g. by coupling the near-well region with MICP902

to an outer far-field region where only the hydraulics are903

modeled with a flow model. Or one could apply an an-904

alytical solution, similar to the multi-physics approach905

of e.g. Faigle et al (2014, 2015) or the mortar-space up-906

scaling by e.g. Peszyńska et al (2002).907

5.2 Future Applications and Plans for Further Model908

Improvement909

Research on MICP and related applications is continu-910

ing in our work groups, now focusing primarily on field-911

scale sealing of near-well-bore delaminations, fractures,912

voids and other unrestricted flow channels through well-913

bore cement. These preferential flow paths can result in914

lost zonal isolation leading to deleterious flow of fluids915

between zones or to the surface with multiple potential916

negative impacts including: loss of resource production,917

reduction of sweep efficiency in EOR operations, and918

regulatory non-compliance. Our next steps planned are919

to model well-bore cement sealing related to unconven-920

tional oil and gas recovery and CO2 sequestration for921

projects which are currently underway.922

For those applications, several further improvements923

of the model are crucial. First, the computational effi-924

ciency of the model should be increased whenever pos-925

sible to enable the use of larger simulation domains or926

more refined grids. Also a larger number of simulation927

runs, in the context of analyses of scenarios, parame-928

ter sensitivities, and uncertainties, is important on the929

field scale to address the inherent uncertainty related930

to the lack of information and data at the field scale.931

Second, the model should be thoroughly validated and,932

if necessary, re-calibrated to well-controlled, large-scale,933

full 3D, radial flow experiments to investigate the ap-934

parent scale dependence of some model parameters. In935

particular, it should be investigated why the best-fit pa-936

rameters for the quasi-1D sand column setups seem to937

underestimate the precipitation of calcite in 3D radial938

setups in sandstone. Third, the impact of MICP on the939

two-phase flow properties needs to be included into the940

model, as the mentioned common feature of the applica-941

tion is the potential presence of two fluid phases, where942

relative permeabilities and capillary pressures are es-943

sential to have for reliable description of flow. Fourth,944

the model should also be able to predict the increase945

in mechanical strength due to MICP, which has been946

shown in experiments, and could be used to increase947

the stability of cap-rocks.948

Appendix 949

This appendix provides the reactive source and sink 950

terms in the model for MICP used in this study. In 951

the following tables, we refer to the components (water 952

(w), inorganic carbon (ic), sodium (Na), chloride (Cl), 953

calcium (Ca), urea (u), ammonium/ammonia (a), sub- 954

strate (s), oxygen (O2), and suspended biomass(sb)) 955

and solid phase (biofilm (b) and calcite (c)) with the 956

respective super- or subscripts. 957

Sodium and chloride do not take part in any of the 958

reactions directly, which is why qNa = qCl = 0. How- 959

ever, they represent the effect of the presence of ions in 960

the aqueous phase on the fluid properties density and 961

viscosity according to the salinity dependent relations 962

given in Batzle and Wang (1992) and on the activity 963

coefficients of the reacting components calculated us- 964

ing Pitzer equations according to Millero et al (1984); 965

Wolf et al (1989); Clegg and Whitfield (1995), as dis- 966

cussed in detail in Ebigbo et al (2012). Also calcium is 967

considered to contribute to salinity and ionic strength. 968

All ions are considered in the charge balance used to de- 969

termine the pH and the dissociation of total inorganic 970

carbon and ammonia/ammonium. 971

Table 2 gives all reactive source and sink terms com- 972

posed of the rates kinetics of the biogeochemical reac- 973

tions considered in the model. The parameters used to 974

calculated the source and sink terms and rate kinetics 975

are (see also Table 3 for their values): Mκ is the molar 976

mass of κ, Y the growth yield coefficient, F the ratio of 977

oxygen to substrate used for growth, kurease the max- 978

imum activity of urease, kub the mass ratio of urease 979

to biofilm, ρb the density of biofilm, mκ the molality of 980

κ calculated from the mole fraction xκw and the water- 981

phase properties, Ku the half-saturation coefficients for 982

ureolysis, kprec and nprec are empirical precipitation pa- 983

rameters, kdiss,1, kdiss,2, and ndiss are dissolution param- 984

eters, Asw,0 is the initial interfacial area of solid and 985

water phase, ac the specific surface area of calcite, Ksp 986

the calcite solubility product and γκ the activity coef- 987

ficients of κ calculated using Pitzer equations (Millero 988

et al, 1984; Wolf et al, 1989; Clegg and Whitfield, 1995) 989

kµ the maximum specific growth rate, Cs
w and CO2

w are 990

the mass concentrations of substrate and oxygen, cal- 991

culated from the mole fraction xκw and the water-phase 992

properties, Ks and KO2
the half-saturation coefficients 993

for substrate and oxygen, respectively, b0 is the endoge- 994

nous decay rate, KpH an empirical constant account- 995

ing for increased bacterial inactivation at non-optimal 996

pH ca,1 a general first order attachment coefficient, ca,2 997

a attachment coefficient for preferential attachment to 998

existing biofilm, cd the first order coefficient for detach- 999
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ment due to shear stress and |∇pw − ρwg| the absolute1000

value of the potential gradient.1001

Code availability The numerical simulator DuMuX used1002

in this study can be obtained at http://www.dumux.1003

org/download.php. The specific code used is available1004

at https://git.iws.uni-stuttgart.de/dumux-pub/1005

hommel2018a for the 2018 simulations and https://1006

git.iws.uni-stuttgart.de/dumux-pub/Shigorina2014a1007

for the 2014 simulations.1008
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Table 2 Component-specific reactive source and sink terms of the model used in this study. For details, see Hommel et al
(2015) and Ebigbo et al (2012). The parameters values are given in Table 3

Component Source term Rates

Water qw = 0
Inorganic carbon qic = rdiss − rprec + rurea
Sodium qNa = 0
Chloride qCl = 0
Calcium qCa = rdiss − rprec
Urea qu = −rurea
Ammonia/ammonium qa = 2rurea

Substrate qs = −
rsb
g

+rb
g

MsY

Oxygen qO2 = −F
rsb
g

+rb
g

MO2Y

Suspended biomass qsb =
rsb
g

−rsb
b

−ra+rd
Msb

Biofilm qb =
rb
g
−rb

b
+ra−rd
Mb

Calcite qc = rprec − rdiss

Ureolysis rate rurea = kureasekubρbφb
mu

Ku+mu

Precipitation rate of calcite rprec = kprecAsw (Ω − 1)nprec ; Ω ≥ 1
Dissolution rate of calcite rdiss = (kdiss,1mH+ + kdiss,2)Acw (Ω − 1)ndiss ; Ω < 1

Interfacial area solid and water Asw = Asw,0

(
1− φc

φ0

) 2

3

Interfacial area calcite and water Acw = min (Asw, acφc)

Saturation state of calcite Ω =
mCa2+γCa2+m

CO
2−
3 γ

CO
2−
3

Ksp

Growth rate of biofilm rbg = µgφbρb
Growth rate of suspended biomass rsbg = µgCsb

w Swφ

Specific growth rate µg = kµY
Cs

w

Ks+Cs
w

CO2
w

KO2
+CO2

w

Decay rate of biofilm rbb =
(
b0 +

rprecM
CaCO3

ρc(φ+φb)

)
φbρb

Decay rate of suspended biomass rsbb = b0

(
1 +

KpH

(mH+)
2

)
Csb

w Swφ

Attachment rate of biomass ra = (ca,1 + ca,2φb)Csb
w Swφ

Detachment rate of biomass rd =
(
cd (φSw |∇pw − ρwg|)0.58 + φb

φ0−φc
µg

)
φbρb
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Table 3 Parameter values used for the simulations in 2014 and 2018. In general, for both sets of simulations, the parameter
values as published in Hommel et al (2015) were used. However, as the recalibration of the model was not finished during the
2014 simulations, the fitting parameters were different and given in the table in the format parameter 2014 / parameter 2018.
These parameters are compared in detail in Table 1.

Param. Unit Value Reference
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