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Abstract

Water management in New South Wales (Australia) does not currently consider the connection 

between groundwater and surface water. Using water resources impacts on interactions between 

both sources, which are important factors contributing to unique ecological niches in the aquatic 

environment. The basic connectivity was described and an outline of the significance was given. 

Connecting flows must be estimated in order to adequately manage water balances. These are 

difficult to quantify especially when the traditional Darcy method is used. Natural heat promises 

to be an excellent alternative as it can be used to trace water movement through the shallow 

surface water sediment. Publications are reviewed and the theory for the two most suitable 

methods is extracted and explained: temperature forward modelling and the use of temperature 

fluctuations. Furthermore, multi-level temperature arrays and water level measurements were 

designed and jointly deployed in three different surface water pools in the Maules Creek sub-

catchment. Results are inspected, processed and compared to the level measurements. 

Spectral analysis reveals the presence of atmospheric tides which causes significant level 

fluctuations. This demonstrates that these ponds are windows to the groundwater table. Both 

heat methods produces accurate vertical velocities for the location Elfin Crossing which are 

between -0.2 and -0.7 m/d, indicating that there is streambed water loss to the subsurface. 

Additionally, recorded water levels decreased consistently during the same time period.  The 

other locations illustrate similar but biased results caused by restricted boundary conditions 

to the heat transport theory such as one-dimensionality. A numerical model verifies that heat 

dispersion is a significant mechanism to be considered and that horizontal flow impacts on 

the result of both methods. Thus, horizontal flow can be detected but quantification remains 

difficult because solutions diverge. It is suggested that advective flow driven by gradients in the 

alluvial aquifer is responsible for level decline.
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1. Introduction 

1.1. Background 

Water is vital to all living creatures on earth and therefore it should be regarded as one of our 

most precious resources. Fresh water demand follows the global trend of constant increase 

in populations and economic development. In order to ensure a continuous water supply, 

new management strategies and sources have to be investigated and accessed. This re-

quires profound knowledge about the natural hydrological processes, as overexploitation im-

pacts on the environment.  

Like many other countries usually located in the world’s arid climate zones, Australia is much 

affected by decreasing rainfall and increasing droughts possibly due to large scale climatic 

cycles (Fawcett, 2007). These drought conditions severely impact on agriculture by increas-

ing the need for irrigation to ensure ongoing production. Unfortunately, drought conditions 

limit the Australian export capacity significantly according to the Annual Trade Report 2006 

(ADFAT, 2006), since agricultural goods are a valuable part of Australia’s international export 

trade. Australian water statistics from the National Water Commission reveal some interest-

ing facts (ABS, 2006): an astonishing number of 65% of the total Australian fresh water con-

sumption was used for agricultural purposes, compared to households using 11% in the year 

2004-2005. The distinction between sources of distributed water points out, that 96% of the 

total volume is received from surface water sources, whilst only 4% is extracted from the 

ground. Recycled water was mainly used for irrigational purposes. Water reuse is increasing 

in the last years, but unfortunately the rate is still only 4% of the total water volume sup-plied 

in 2004-2005. This is a very small amount for a country with such huge irrigation need in or-

der to ensure ongoing agricultural production, export and economical benefit. 

However, most crops in Australia are watered by flood irrigation. This means that water is 

transported in open channels from groundwater pumps to the field, sometimes travelling 

quite far. It feeds irrigation pipes which release it to the slightly sloped field plain where it 

runs along especially constructed ditches. Due to lack of rainfall during drought conditions 

there are increasingly high demands. Thus, growth of many crops such as e.g. cotton re-

quires large amounts of water. Additionally, irrigation methods cause severe water loss 

through evaporation in high sunshine areas. This results in increasing consumption and risks 

overexploitation of water resources. Hence, surface water levels are dropping for the long 

term and much effort is being put into research towards an improved water resource man-

agement for Australia’s agriculture industry. 
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Groundwater offers one of the most reliable sources of fresh water especially for water sup-

ply. In contrast to surface water, it is stored beneath the surface, fairly protected from most 

atmospheric or anthropogenic influences such as loss through evaporation or contamination 

by pollutants. However, groundwater reservoirs are connected to the hydrological cycle and 

play an important role in sustaining river ecology by providing e.g. baseflow. Even today, wa-

ter management in Australia still disregards the high connectivity between both sources and 

manages them separately. In order to ensure sustainability, the amount of groundwater ex-

traction must be less than its natural recharge. Unfortunately, recharge is still one of the big 

unknowns in water balance calculations because there are many possibilities of interaction. 

Finding and allocating water flows from and to aquifers is quite a challenge but necessary 

and strongly depends on the hydrogeological conditions. 

Managing water resources requires deep knowledge about complex subsurface water flow 

processes as well as hydrologic mechanisms. To investigate the boundary between surface 

water and groundwater, this thesis will focus on quantification of the water fluxes across this 

boundary. In particular, the use of natural heat as a tracer to estimate water movement be-

tween river ponds and groundwater is investigated in detail. Results will help towards a better 

understanding of water connectivity in Maules Creek and methods may be used to further 

improve water management. 

 

1.2. Motivation 

The use of heat as a tracer has been chosen for a detailed investigation because it promises 

to offer the ability to correctly quantify surface water groundwater exchange velocities. It is 

based on a different physical approach than the Darcy method. This requires the hydraulic 

conductivity value which combines liquid and solid properties and can only be estimated. In 

the past, such exchange rates have mainly been calculated from Darcy’s law but these re-

sults deliver rough estimations only. In fact, level gradients do not necessarily provide a good 

indication of water flow unless the distribution of subsurface properties is accurately known. 

Thus, determination and use of appropriate properties imposes a challenge on investigators. 

Surface water bodies are subject to diurnal temperature change. Moreover, water carries 

heat as it flows and it features well known thermal properties which can be used to study its 

movement. The study of heat propagation may help towards improved exchange flow quanti-

fications. Theoretical methods have been developed but little work has been done to deploy 

and test these methods under realistic conditions in the field. However, research on connec-
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tivity is important because it may improve the management of water budgets, thus helping 

agriculture as well as protecting the environment. The two most important quantification 

methods found in literature are explained, temperature logging devices are constructed, ap-

plied to the field and the outcome is evaluated and discussed in this thesis. 
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2. Connectivity between surface and groundwater 

2.1. Groundwater movement 

Groundwater is water which fills the void between grains in the subsurface. However, this 

expression can only be used for the saturated zone. Groundwater levels constantly vary 

caused by natural or artificial influences such as gradient flow, extraction or infiltration of wa-

ter volume. For reasons of water management and balance calculations, it may be important 

to consider that groundwater divides may spatially and temporally differ significantly from sur-

face water divides. This can cause infiltrated water to be carried into different management 

zones or even catchment areas.  

For velocity calculations in porous media 

the hydraulic conductivity is generally 

used. Its value depends on both, physi-

cal properties of the solid matrix as well 

as the fluid. The relevant matrix proper-

ties include grain shape, size and poros-

ity and they are combined and given 

with the intrinsic conductivity value. The 

water’s properties are its dynamic vis-

cosity and density, both mainly a func-

tion of temperature but also feature a 

minor pressure dependency. Since this 

investigation focuses only on shallow 

surface waters, pressure influences on 

parameters are assumed negligible. 

However, a temperature increase of 

25°C can significantly change the hy-

draulic conductivity to double in value 

(Constantz, 1994), leading to twice the 

exchange of water in constant level gradient conditions (see Figure 1). For the simplified de-

scription of water flow, all relevant physical properties can be combined and expressed as 

hydraulic conductivity defined as (Muskat, 1937) 
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where k is the intrinsic permeability [m2] containing the properties of the solids, ρw is water 

density [kg/m3], g is the gravitational constant [~ 9.81 m/s2] and μ represents the dynamic vis-

cosity of water [Pas]. 

As mentioned above, the water table fluctuates over time and space, forming a subsurface 

landscape. Due to pressure equalisation, water usually flows from higher levels to lower lev-

els along the level gradient. Darcy assumed that the change in groundwater viscosity and 

density resulting from temperature variation is negligibly small. Therefore, his mathematical 

formulation is fairly simple using a linear proportionality constant to calculate water velocity in 

porous media 

[2] hkv ff ∇⋅−=
rrr

    [m/s], 

with the hydraulic conductivity of the porous media kf [m/s] and the water level gradient h 

[m/m]. This may be given as the spatial change of water level or the differentiation of a con-

tinuous function describing water levels. 

The subsurface hydraulic conductivity varies greatly, but generally only its spatial distribution 

is considered. Temporal changes such as clogging are slow and often neglected in flow cal-

culations. Hydraulic conductivity also depends on rock properties which generally feature in-

homogeneous and isotropic distribution throughout the subsurface. For the purpose of flow 

modelling, it is practical to combine properties of subsurface layers with similar conductivities 

e.g. the streambed and consider it as one unit. Hence, models and calculations are simpli-

fied. Despite our knowledge, it would be helpful but it is very difficult to extract a multi-

dimensional image containing exact distribution of soil properties. For the purpose of ap-

proximation samples can be taken from the study site and tested for conductivity within labo-

ratory environments producing good results (Yeh, 2000). This does not, however, fully repre-

sent the undisturbed value because mixing of sample influences the natural layers and con-

ditions. In addition small samples only poorly represent large scale environments as they 

would not adequately contain heterogeneities. However, there are in-situ methods which de-

termine hydraulic conductivity estimates.  Various types of slug tests can be carried out and 

evaluated quite easily in different field conditions (e.g. Domenico, 1990). Conductivity values 

obtained by these methods can be used with different groundwater models, helping to as-

sess quantity and direction of subsurface water flow if water levels are known. However, a 

water level gradient is only the driving force and its existence does not necessarily proof ac-

tive flow. Thus the Darcy method can deliver erroneous results. 
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2.2. Connectivity between surface and groundwater 

When looking at the large spatial and temporal scale all water in the hydrologic cycle is con-

nected. Description at this scale is generally difficult because it involves different mathemati-

cal model approaches for surface water and groundwater flow as well as phase change due 

to evaporation etc. Scientific scenarios therefore generally look at smaller scales offering the 

assumption of a distinct system unit with defined boundary conditions which helps to simplify 

the rather complex description. The focus on such systems has the disadvantage of ignoring 

effects propagating beyond system boundaries, caused by events such as intensive water 

extraction. As an example, this has been done for the water resource management in New 

South Wales which currently neglects connectivity between surface and groundwater (Sin-

clair, 2006). These impacts can have destructive consequences for our environment, thus an 

outline about its importance will be given. 

In contrast to surface water, groundwater is generally hard to describe because it is hidden in 

the subsurface. Especially modelling of larger scale systems requires many detailed parame-

ters mostly varying throughout space but some also in time. Until today, the spatial variation 

of physical soil properties can only be sparsely estimated even when using high technology 

surveying methods to support traditional borehole investigations. Much work is still to be 

done to improve existing and develop new techniques in the area of groundwater physics. 

However, a good view of the variability of interfaces between surface water and groundwater 

bodies can be obtained by imagining groundwater levels to form a distinct subsurface land-

scape. Wherever this water level surface area interferes with the landscape surface area 

there is a connecting boundary between surface and groundwater. This means that when-

ever water levels are higher than the ground surface water bodies occur with the solid sur-

face representing its interface. Certainly, groundwater levels are much more variable in time 

and space than the solid landscape because it is mostly liquid. Also, water level fluctuations 

are caused by e.g. subsurface gradient flow, water recharge or discharge, consumption by 

plants and organisms, transpiration or evaporation. The spatial water level distribution is in-

fluenced by subsurface soil properties, whereas temporal fluctuations of the water table are 

generally induced by numerous ways of water flow. 
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2.3. Surface streams 

Rivers, streams and creeks are probably the most complex surface water bodies in terms of 

possible connectivity with groundwater. Their geological body usually consists of alluvial 

sands, gravels, cobbles but can also be bedrock or clay. Inorganic and organic sediments 

can be degraded from the originating source e.g. dead plants, aquatic life or sand and de-

posited along the flow path according to the flow velocity. Depending on the frequency and 

volume of water flow, river beds are usually of complex stratigraphical and geometrical struc-

ture. This is caused by slow but constant degradation and deposition of materials which in-

fluence the geomorphology e.g. change the shape of the active channel. As a result, the ac-

tive channel can be moved transversally over long time periods (Huggenberger et al., 1998). 

Hence, all properties of deposited material vary greatly usually forming layers which are 

permeable to water flow. This creates a highly organised and complex alluvial structure, al-

ways depending on the dynamics of erosion and sedimentation. The distribution of the ripar-

ian zone is also influenced by discharge, composition and amount of transported sediments 

and the dynamic character of the river (Huggenberger et al. 1998).  As a result, the near en-

vironment of an active stream channel is often a wetland with extensive growth of flora rely-

ing on a dependable source of water. 

Because of these complex geological and morphological structures, interactions between 

streams and the surrounding subsurface are difficult to describe. However, there are four 

general cases as illustrated in Figure 2 (Winter et al., 1998). Illustration (a) shows a neutral 

reach, where surface water and groundwater is at the same level. This case is exceptional 

and often just a temporary condition between changing flow levels. Picture (b) illustrates the 

possible conditions of a disconnected surface stream. The groundwater level next to these 

surface water bodies is characterised to be below the active channel bed. In this case, 

stream flow is usually limited to wet periods caused by rain or dam water release. Flowing 

water may penetrate the matrix and percolate until it reaches the groundwater table. In this 

case pumping from a nearby well does not affect surface water levels (Winter et al., 1998). 

During dry periods with no upstream water flow source, levels drop and flow finally stops. In 

some cases, water may be trapped by impermeable layers leaving stagnant pools which of-

ten disappear due to slow leakage, animal consumption or evapotranspiration. This type of 

interaction represents a rather complicated case for modelling as it can temporarily involve 

the necessity to incorporate multiple phases such as solids, water, vapour and air (gas) in 

the model equations. 
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Figure 2 (c) illustrates characteristic levels as necessary for the exchange processes of los-

ing streams. Groundwater heads in the immediate vicinity are usually above the channel bed, 

and stream water level is above the one of groundwater. The existing level gradient forces 

water to infiltrate the subsurface. The volume of water penetrating the soil body strongly de-

pends on the hydraulic conductivity of the streambed sediments (Huggenberger et al., 1998). 

Contrary to this, Figure 2 (d) exemplifies a gaining reach where surrounding subsurface wa-

ter levels are higher than the stream forcing water to discharge from the ground into the 

stream channel. This mechanism is known to provide baseflow sustaining flow events. How-

ever, flow can also disappear into the subsurface leaving a series of pools and rifles. This 

can be observed particularly in permeable sediments and flow velocities are usually very 

slow and may be invisible to the eye. 

 

Figure 2: Generalised illustration of the interaction between surface and groundwater showing (a) neu-

tral reach, (b) disconnected reach, (c) losing reach and (d) gaining reach. 

The above described scenarios of interaction can occur on different sections of the same 

river depending on geologic setup and climatic conditions (Winter et al., 1998). Hence, water 

levels in most streams vary greatly over time depending on surface rainfall and characteris-

tics of the catchment area. Furthermore, all above explained mechanisms may happen to the 

same part of the river but changing over time. This greatly complicates the description of ex-

change. As a conclusion, the general interaction between shallow surface water and 
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groundwater can be characterised as highly coupled hydraulic system with numerous differ-

ent influences to be considered. 

 

2.4. Bank storage 

During and after high rainfall events, surface water within a catchment area is quickly aggre-

gated in streams and rivers causing water levels to rise very fast. If the surrounding ground-

water levels are in between baseflow levels and flood levels, there is a temporary reversal in 

water flow direction (see Figure 3). De-

pending on the flood volume, duration, 

streambed hydraulic conductivity and 

porosity of the surrounding sediments, 

significant amounts of water can pene-

trate the riparian aquifer. After the re-

charge the level gradient reverses due 

to decreasing flow level which forces 

water out of the river bank back into the 

stream. Riparian water storage can act 

as a natural buffer maintaining stream 

flow between rapid flow events caused by e.g. rainfall (Sophocleous, 2002) or dam releases 

upstream. Especially during floods when water levels quickly rise above the river bank large 

areas are covered and widespread infiltration contributes to recharge of groundwater. There 

is delayed release and discharge to the stream because of increased travel paths through 

the soil environment which can take up to years (Winter et al., 1998). A large part of baseflow 

can be the result of bank storage. Furthermore, this mechanism is an important factor main-

taining stream flow and stream ecology during periods without precipitation. 

Figure 3: Illustration of bank storage due to high 

surface water levels (Winter et al., 1998). 

 

2.5. Lakes, ponds and wetlands 

Lakes and ponds usually occur in depressions of landscape surface such as billabongs1. 

Similar to streams, there are several ways to interact with the surrounding groundwater. Ac-
                                                 

1 Billabong [billa: creek, bong: dead]: expression used by indigenous Australians to describe stagnant 

water in a depression within the alluvial environment, also referred to as oxbow lake or dead end. 
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cording to Winter et al. (1998), three different types of interactions occur: distinct inflow or 

outflow through an entire bed section or both, variable seepage gain and loss within the 

same section. However, evaporation loss is generally high because of large surface areas of 

the water body. Most stagnant surface waters tend to accumulate organic matter over time 

resulting from algae or plant growth, die back and biochemical degradation. This may clog 

the sediments and is known as colmation2. On the long term this process can strongly limit 

groundwater exchange flows by decreasing the sediment conductivity (Brunke et al., 1997). 

In some cases surface water may be trapped and prevented from percolation. This may be 

the case if layers of less permeable clays occur in the subsurface underneath or when silty or 

organic sediments have accumulated on the bottom. Level changes do not directly affect 

groundwater since the water body is disconnected. In this case, the water level increases 

with rainfall during wet, and decreases due to evaporation as well as transpiration during dry 

and sunny periods. 

Wetlands are generally present when groundwater reaches the landscape surface and fea-

ture exchange mechanisms which are similar to lakes. In contrast to streams and lakes, wet-

lands can also occur on inclinations. This is caused by groundwater levels intersecting with 

the landscape surface (Winter et al., 1998). Capillary rise may increase this effect. The roots 

of plant species requiring moist conditions can easily reach the water table. As a result, 

growth of vegetation is green and lush. In some cases, artesian discharge is possible which 

can initiate stream flow (spring) if substantial. This may occur in karstic environments espe-

cially in case of secondary porosity (cracks) dominantly creating preferential flow paths. 

 

2.6. Ecological significance of exchange flows 

The significance of interaction between surface water and groundwater has only recently 

been discovered as a subject of interest because it impacts on water quality and quantity and 

as a result affects stream health (Woessner, 2000). Both water sources are highly connected 

with many possible ways of exchange and temporally as well as spatially varying conditions. 

These depend on many factors such as climate, hydrology, landform and geology (Winter et 

al., 1998). Flow through these boundaries has a significant influence on the physical, chemi-

cal and biological properties of water. In order to optimise groundwater management, these 

                                                 

2 colmation: derived from German “die Kolmation” translatable as auto-clogging 
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variable and ever changing pathways of penetration and flow must be studied to help protect 

the environment. 

 

2.7. Hyporheic zone 

During exchange processes, water passes through the transition zone between riparian envi-

ronments and active stream channels. Understanding these flows is not only vital for 

groundwater management, but they also impact on the sensitive ecology of aquatic or ben-

thic life within the hyporheic zone as well as in the stream. The hyporheic zone is part of the 

streambed and is defined as the region of mixing between surface water and subsurface wa-

ter (Sophocleous, 2002). It is found to play an important role on the surrounding hydrochem-

istry, hydrobiology and therefore also hydroecology in small and large scales (Brunke et al., 

1997). 

Especially nutrient dynamics 

of the open stream channel 

is controlled by recharge or 

discharge through this area 

(Findlay, 1995). Several 

physical and biochemical 

mechanisms such as filtra-

tion, absorption, adsorption, 

retention and decay can in-

fluence the water quality 

enormously. Many chemical 

processes which occur in this zone are described in Dahm (1998) and evidence for these 

can be obtained by measuring depth profiles of parameters such as pH, electric conductivity 

(EC) and dissolved oxygen (DO) etc. 

Figure 4: The hyporheic zone (Winter et al., 1998). 

According to Ryan et al. (2006) heterogeneity, bathymetry and groundwater flow are the 

three major factors affecting solute transport in the sediments. Also, hyporheic processes 

such as water exchange, invertebrate activity gas production and geochemical reactions can 

change the hydraulic conductivity (Song et al., 2007) causing spatial and temporal change of 

streambed properties along a river. As a conclusion, methods for exchange flow quantifica-

tion in combination with further chemical and biological investigations can support the under-
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standing of complex aquatic and benthic processes as well as biologic life in the hyporheic 

biotope. 

 

2.8. Riparian environment 

The environment between aquatic and terrestrial ecosystems is defined as the riparian zone 

(Gregory et al., 1991). It contains high stature vegetation and is flooded only occasionally, 

therefore also referred to as floodplain forest (Dahm et al., 1998). However, it is hydrologi-

cally linked to the stream water by underground flow paths. There has even been evidence of 

surface water bypassing a meander neck by moving only underground (Peterson et al., 

2006), contributing to the water supply of the riparian ecosystem. The ever changing water 

levels cause fluctuations in saturated and unsaturated zones offering diverse conditions. This 

creates many unique biotopes each hosting numerous different species (Huggenberger et 

al., 1998). Therefore, riparian zones are ecological regions hosting tremendous biodiversity 

in flora and fauna. 

Water flow from active stream channels into the riparian environment in aggrading river sys-

tems depends on the sediments consisting mainly of sands, gravels and cobbles (Huggen-

berger et al., 1998). The cycling of nutrients within this system is largely depending on the in-

teraction between surface and groundwater, providing the basis for biological life. Therefore, 

changes in the height of the water table strongly influence the nutrient dynamics (Dahm, 

1998). As an example, extraction of groundwater near surface streams can cause the 

groundwater table to drop until it is below the baseflow level of the stream. In this case, bank 

storage is prevented and this part of the river can turn into a losing reach, potentially drying 

out. The impact of extraction can be long term and influence the stream flow even in the next 

pumping season (Chen et al., 2001). Long term overexploitation can additionally cause 

drainage of adjacent riparian aquifers until the water level is below the streambed. As a result 

of this mismanagement, water levels drop and wetlands as well as riparian environments are 

dewatered causing reduction in biodiversity within surrounding biotopes. Understanding of 

water interaction and storage mechanisms helps to protect these important habitats. 

 

2.9. Groundwater storage, recharge and discharge 

Surface water and groundwater have been used for water storage, extraction and supply for 

a long time. Especially the storage of water in the ground plays a major role for water supply 
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because areas with high demand, high evaporation and low rainfall can profit from such prac-

tices. However, even modern water management in Australia ignores connectivity (e.g. 

Braaten et al., 2002; Sinclair, 2006) and mostly considers both sources as if they were sepa-

rate units. This conception can lead to severe impacts on the environment, as withdrawal of 

surface water can deplete groundwater or extraction from groundwater can lower surface wa-

ter levels (Winter et al., 1998). 

Managing groundwater resources postulates that variables such as recharge and discharge 

flows are known. These water fluxes, however, can have natural or artificial causes like e.g. 

gradient flow caused by seasonal changes in precipitation, well pumping, leakage from adja-

cent geological formations or simply by interacting with surface water levels. Depending on 

the landscape topography, surface water like rain, rivers, streams and lakes form the main 

sources of recharge and discharge for groundwater bodies. Some basic mechanisms con-

necting both distinct sources like e.g. event flow, baseflow, subsurface storm flow, overland 

flow, interflow and return flow are explained by Sophocleous (2002). All these different water 

flows are very difficult to quantify but can significantly influence water balance calculations. 

Several studies have been done to estimate groundwater recharge from stream flow using 

stream flow records (e.g. Chen, 2003), remotely sensed thermographic profiles (Loheide et 

al., 2006) and multi reservoir modelling (Pulido-Velazquez et al., 2005). They can contribute 

to a better understanding of the linkage between surface water and groundwater. 
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3. The use of heat as a tracer 

Temperature changes occur naturally within the environment indicating heat flow. It is impos-

sible to quantify heat flow directly because it is a process variable. However, this can be 

done by measuring temperature changes of the observed system, and multiplying it with the 

physical properties of the material. Hence, temperature represents a measurable indicator 

(state variable) for heat and allows its quantification by applying a balance equation. The 

general heat equation is as follows 

[3] TcmQ p ∇⋅⋅=     [J] 

with q being heat [J], m is the mass of the system [kg], cp representing the specific heat ca-

pacity [J/kgK] (isobaric system) and T∇  the temperature gradient [K]. It quantifies the 

amount of heat required to raise the temperature of a certain mass of a specific material to a 

certain degree. Hence, by measuring the temperature heat can be calculated assuming that 

physical properties are known. Heat capacity may be considered as a function of tempera-

ture, but in this case the dependency is negligibly small because of the little range of tem-

peratures which are to be studied (between 0 °C and 35 °C). 

Heat only propagates from higher to lower temperatures constantly trying to equalise its sys-

tem distribution. The major driving force for temperature change and therefore heat flow on 

the earth’s surface is solar radiation. Throughout the sun’s daily course incidental radiation is 

interfered by numerous factors such as season or climate (angle), atmospheric influences 

(cloud cover, shadows) etc. As light is absorbed at the surface, temperature changes and the 

natural temperature gradient drives heat flow. In case of surface water warming, heat propa-

gates deeper into the streambed with a certain flow rate which depends on physical proper-

ties of the subsurface matrix e.g. heat conductivity, specific heat capacity and water flow ve-

locity. Heat conductivity determines the velocity of a thermal front whilst specific heat capac-

ity quantifies the amount of heat which can be stored within a certain volume. Depending on 

both these values and on the duration of surface warming, the penetration depth of a tem-

perature fluctuation having a certain period can be estimated. 

Another source of heat is the earth’s core zone of hot melted material. Three distinct geo-

thermal systems are named by Domenico (1990) as (a) hydrothermal convection, (b) hot ig-

neous rocks and (c) conductive dominated. Furthermore, it has been known for many years 

that there is a thermal gradient (temperature rise with depth) when drilling deep into the sub-

surface. This is also confirmed by the fact that groundwater temperatures are usually be-
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tween 1 and 2°C higher than local mean annual surface temperatures due to geothermal 

heat flow. Depending on the geological depth profile of the location, the geothermal gradient 

usually varies between 2 and 30 °C per km depth (Domenico, 1990). Researchers have used 

the thermal perturbation to investigate vertical subsurface water flow. Apart from heteroge-

neities in the subsurface matrix, this is considered to be the main factor of disturbance to the 

thermal gradient (Sass et al., 1971). However, geothermal heat is not the primary focus of 

this thesis. 

 

3.1. Literature review 

Early research work has been done in the 1960’s by several authors such as Suzuki (1960), 

Stallman (1965) and Bredehoeft (1965) with the result that naturally occur-ring heat flow can 

be used as a tracer for studying groundwater movement and exchange flow. Based on these 

publications, there is a series of research papers appearing much later in the 1980’s modify-

ing, applying and improving the early work to specific cases within various cases of the 

aquatic environment. Just recently, all this work has been extended further and methods 

have been developed for the simple deployment of quantification of water motion using mod-

ern computing techniques. The following sections review literature for the most important 

work about heat being used as a tracer to assess exchange flow situations in rivers and 

channels. Furthermore, methods are extracted which describe the mathematical formulations 

of the different physical heat and fluid transport phenomena and required for the detection 

and quantification of flow direction and magnitude. 

 

3.1.1. Methods using temperature values 

3.1.1.1. Qualitative methods 

A number of researchers have published methods utilising natural heat as a tracer to identify 

water exchange. The interactivity has been of interest because it is required to (a) develop 

water budgets, (b) identify nutrient transport and (c) help towards calculation of thermal con-

ditions in small water bodies. In particular, temperature time series measurements were 

taken in the water and sediments of a creek and the thermal signature was used to detect 

possible water pathways. The study proved successful as a screening tool only but did not 

offer the possibility of flow quantification (Silliman et al., 1993). 
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In a different study, Constantz et al. (1994) demonstrate that the diurnal change in stream 

temperature is responsible for a change in hydraulic conductivity which therefore enhances 

stream loss. On the basis of flow and temperature measurements in a losing system they 

found out that the loss was much more significant than evapo-transpiration. In a similar ap-

proach, Constantz et al. (2001) used temperature measurements to detect stream flow fre-

quency and duration in ephemeral channels. He deployed a series of temperature probes 

along the channel and concluded that the spatial and temporal pattern of flow can be de-

tected. The suggested improvement was to apply a pair of probes at different depths be-

cause abrupt changes in surface measurements could also indicate other conditions than 

water flow. 

Alexander (2003) simultaneously measured air, stream and hyporheic water temperatures in 

a small stream. The study was able to successfully interpret if water was discharging or re-

charging through the streambed or whether flow was parallel. However, they also concluded 

that discharging water does not necessarily indicate flow of groundwater but could be stream 

water which had previously entered the streambed. A very recent study uses remotely 

sensed thermographic profiles to identify the spatial distribution of groundwater discharge 

(Loheide et al., 2006). Also, the effects of baseflow and hyporheic exchange were quantified 

using different conceptual models. However, all these investigations highlight the complexity 

and variability of interaction. This suggests that more research is necessary to better under-

stand the exchange boundary. 

 

3.1.1.2. Numerical methods 

Temperature data has also been used in numerical heat flow models serving several pur-

poses. Ronan et al. (1998) setup a variably saturated model to simulate flow beneath an 

ephemeral stream and to investigate infiltration rates. The results show that once the model 

is calibrated it can be used to estimate the infiltration rate based on temperature records in 

the magnitude of calibration. Moreover, Constantz et al. (2002) performed a study using a 

numerical model to investigate stream loss and percolation rate in a similar environment. 

Simulated streambed temperatures were fitted to field records by varying hydraulic and 

thermal parameters. The primary disadvantage was found to be the fact that single point 

temperature measurements do not reflect the multi-dimensionality of water flow.  

Bravo et al. (2002) suggested that temperature is a powerful additional parameter which can 

help converging synthetic models with field data. They modelled a wetland and calibrated it 



The use of heat as a tracer 
 

17

with water levels and temperatures to calculate hydraulic conductivity and flux. For a similar 

purpose Su et al. (2004) created a model to calculate hydraulic conductivities in an alluvial 

system. Temperature and heads in wells adjacent to a river channel were used for the cali-

bration. Again, conductivities were estimated matching the observed to synthetically created 

temperature records. All these investigations highlight that there is much more in simple tem-

perature measurements than just a water quality parameter. Hence, a comprehensive sum-

mary about the use of heat as groundwater tracer was published with the conclusion that the 

full potential has not yet been recognised (Anderson, 2005). 

Author Method Purpose Notes / Results

Keery et al., 2007 Analytical GW-SW ex-
change

Method development neglecting ther-
mal dispersion

Hatch et al., 2005 Analytical GW-SW ex-
change

Method development including thermal 
dispersion 

Silliman et al., 1995 Analytical GW-SW ex-
change

Method development neglecting dis-
persion and application, downward 
flow detection of 0.03 cm/d 

Becker et al., 2004 Analytical GW-SW ex-
change

Method application neglecting disper-
sion, upward flow detection of 0.03 
cm/h and 0.05 cm/h 

Su et al., 2004 Numerical 
VS2DH 

Estimation of 
hydraulic 
conductivity

Inclusion of variably saturated zone, 
estimation by fitting observed to calcu-
lated temperatures, detection of 
streambed clogging 

Constantz et al., 2002 Numerical 
VS2DH 

Stream loss 
investigation

Ephemeral stream (variably satu-
rated), fitting of observed to simulated, 
reasonable estimates 

Constantz et al., 2003 Numerical 
VS2DH/T 

Comparison 
of heat and 
bromide

Modelling of solute and heat transport, 
fitting of observed to simulated, results 
were comparable 

Table 1 summarises all published methods using heat as a tool. 

 

3.1.2. Heat transport theory 

3.1.2.1. Heat conduction 

Using heat as a tracer for fluid movement can be justified by looking at the physical similarity 

of the processes: higher gradients cause more water velocity and heat propagation. The 

mathematical formulation of the Fourier heat flow equation is 

[4] Tq ∇⋅−= κ
rrr

    [W/m ]2  
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with q representing the vector of heat flow [W/m2], κ being the heat conductivity tensor 

[W/mK] and  representing the temperature gradient [K]. In comparison, Darcy’s law de-

scribing groundwater motion is 

T∇

[5] hkv f ∇⋅−=
rrr

     [m/s] 

with parameters see equation [2] (page 5). Both equations have a similar structure but use 

different parameters and units (Anderson, 2005).  

However, looking at a representative volume of a soil sample, it appears that the heat con-

ductivity value has to be adjusted in order to apply the formulation to the physical conditions 

of porous media and fluid. Considering fully saturated conditions with water filling the total 

space between randomly distributed soil grains, the bulk conductivity can be expressed as 

the volume rated geometric mean of solid and water conductivity, thus leading to 

[6] )1(
0

n
s

n
f

−⋅= κκκ     [W/mK] 

with κ0 being effective conductivity, n representing the soil porosity [-] (explanation see 

3.1.2.2) and κf and κs standing for fluid and solid thermal conductivity [W/mK], respectively 

(Woodside et al., 1961). The physical assumption is that both, fluid and solids have the same 

temperature. However, this applies to immobile fluids only as movement would cause micro-

scopic dispersal of heat. The macroscopic result of the increased heat transfer due to this 

process is usually included in the conductive part of the heat transport equation and will be 

explained later. The effective heat conductivity equation for porous media can be expressed 

as 

[7] Tqe ∇⋅−= 0κ
r

    [W/m ]2  

where κ0 is reduced to a scalar value. This is because simplifications such as averaging of 

distributed values apply. Therefore heat conduction is isotropic which means it is described 

as being independent from spatial direction of heat flow. However, this may not be true in a 

layered environment. 
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3.1.2.2. Heat convection 

There is also an important mechanism where heat is carried by a moving fluid. This process 

is called heat convection, sometimes also referred to as advection. However, there are two 

different types: forced convection and free convection. Motion as a result of forced convec-

tion is driven by external forces for fluid movement such as pressure gradients and free con-

vection is caused by fluid motion due to its density difference. However, Darcy’s law is only 

applicable in case of forced convection and this thesis will focus on this case in all further 

discussions. 

For this reason we can neglect buoyancy and consider forced convection only in the next de-

scription of heat flow 

[8] vTcnq ffe
rr
⋅⋅⋅⋅= ρ     [W/m ] 2

where ρw is fluid density [kg/m3], cw is the fluid heat capacity [J/kgK], ne is the effective poros-

ity [-] and v is the velocity vector of the fluid [m/s] (modified from Domenico, 1990). This 

equation describes heat transported by water movement, induced by a pressure gradient. 

The fluid only carries heat through a fraction of the total bulk volume. Because we assume 

saturated conditions, this fraction is represented by the effective porosity value. 

In order to determine flow processes and to describe fluid movement in the streambed (po-

rous media), soil matrix properties are required. In this case only macroscopic (volume aver-

aged) properties are considered. The total porosity of a porous medium is defined as the ra-

tio of total void volume to the total volume of the soil sample 

[9] 
t

v

V
Vn =     [-] 

This value is important for the consideration of heat flow, as it is needed to define the bulk 

values of conductivity and heat capacity discussed earlier. For the actual convective heat 

flow process, however, the value of the effective porosity is required. This is the ratio be-

tween the total void volume participating in fluid flow (Vf) and the total volume of the soil 

sample Vt, or the Darcy velocity vf divided by the specific discharge of a conservative tracer vt

[10] n
v
v

V
V

n
t

f

t

f
e ≤≡=  [-] 
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Effective porosity is distinguished from total porosity because in some cases not all water 

within the bulk volume takes part in the actual flow process. This influences the amount of 

heat convectively transported with water. It may differ from the total porosity which should be 

used for heat conduction because all pore water conducts heat, no matter if being immobile 

(e.g. occupying dead end pores) or not. None of the heat transfer models which are used in 

this thesis specifically mention the difference. This may be caused by the fact that the effec-

tive porosity is very difficult to quantify. It can only be estimated by using conservative trac-

ers, preferably in-situ. In the case of distinction between both values, much bigger analytical 

effort would be involved prior to simple temperature investigations, hence defeat the pur-

pose. 

On the other hand, values for total and effective porosity differ only in some case. The rea-

sons for that can be 

 secondary porosity such as cracks dominating the rock structure 

 materials consisting of differently shaped grains with random contact 

 partly consolidated soil grains which are highly compacted. 

The effective porosity value is also required for more accurate calculations of volumetric wa-

ter flow from fluid velocity using the area of discharge. 

The likeliness of effective and total porosity values diverging is higher for smaller grain sizes. 

In fact, Yeh et al. (2000) carried out a study to calculate hydraulic conductivity and effective 

porosity of clays using a solute transport model, low level gradients and conservative tracers. 

The results suggested that total porosity can be as high as approx. 0.8 in comparison to the 

effective porosity being only 0.05. For field applications in low flow environments the individ-

ual properties can be considered by taking samples from the investigated soil and testing it 

according to this method, featuring an accuracy of 5.5% (Yeh et al., 2000). 

 

3.1.2.3. Convection versus conduction 

A thermal front within the water saturated system can travel by both, convection and conduc-

tion. In order to distinguish between those two mechanisms, the dimensionless Peclet num-

ber can be used. It describes the relative magnitude of heat movement by convective and 

conductive heat transport (Anderson, 2005). Its formulation is given as 



The use of heat as a tracer 
 

21

[11] 
e

fww Lvnc
Pe

κ
ρ ⋅⋅⋅⋅

=     [-] 

where L represents a characteristic length of the system 

studied. The selection of L depends on the purpose of the 

investigation. According to Silliman et al. (1995), the dis-

tance between two thermistors is inappropriate as it would 

lead to the Peclet number being a function of depth of 

measurement rather than the system. For the case first 

mentioned, the Peclet number is able to characterise the 

main cause of the heat travel between two thermistors. If 

Pe >> 1 heat propagation is convection dominated whilst 

if Pe << 1 it is dominated by conduction. For the second 

case, the mean grain diameter is considered to be an ap-

propriate length value representing the system. Figure 5 

shows the difference between the paths of heat conduc-

tion (grey arrows) which travels throughout the entire medium, and heat convection (black ar-

row), which is caused by fluid flowing only in the voids between grains. Note that if heat con-

vection is faster than conduction both mechanisms are superimposed which will cause heat 

conduction along the flow path. This may mix heat dispersion and conduction considerably. 

Figure 5: Illustration of the 

travel path of heat by conduc-

tion (grey) and convection

(black). 

 

3.1.2.4. Heat transport equation 

A comprehensive mathematical description of the physical processes related to heat trans-

port in porous media can be determined by applying a heat balance.  Equations [7] and [8] 

are combined and a term is added which describes the gain or loss of heat caused by any 

change of temperature within the investigated volume. Applying the condition of total heat 

conservation within that volume, the equation 

[12] 
t
Tcq
∂
∂
⋅⋅=⋅∇− ρr

 

states that net loss of heat must be the same as the rate of temperature change. This equa-

tion implies the continuity condition which is necessary when using heat as a conservative 

tracer. It contains the effective volumetric heat capacity which combines both, the physical 

properties of water as well as the solid matrix per unit volume 
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[13] ssff cncnc ⋅⋅−+⋅⋅=⋅ ρρρ )1(  

with ρ and c being bulk density [kg/m3] and heat capacity [J/kgK], respectively. 

Further replacement of equation terms with previously mentioned formulations leads to the 

general formulation of the differential conductive convective heat transport equation 

[14] 
t
TvT

c
c

T
c

ffe

∂
∂

=⋅⋅∇⋅
⋅

⋅
−∇⋅

⋅
)(2 r

ρ
ρ

ρ
κ

 

as firstly stated by Stallman (in the year 1960, according to Bredehoeft, 1965). The first term 

represents heat conduction (see equation [7]), the second term is responsible for heat con-

vection (see equation [8]) and the right term describes temperature change with time. Den-

sity and heat capacity of the water and surrounding solids as well as heat conductivity is as-

sumed to be independent from temperature change. This equation is valid for transient fluid 

flow in isotropic, homogeneous and fully saturated single fluid conditions. 

For field applications, however, this statement can be simplified to a one-dimensional formu-

lation only, making it more manageable to find simple analytical solutions to boundary condi-

tions 

[15] 
t
T

z
T

c
c

v
z
T

c
ff

z
e

∂
∂

=
∂
∂
⋅

⋅

⋅
⋅−

∂
∂
⋅

⋅ ρ
ρ

ρ
κ

2

2

 

According to Stallman (1965) this equation can only be used when the following conditions 

are satisfied 

 fluid flow is parallel, steady and uniform along the z axis 

 heat properties of the fluid and the medium are homogeneous, isotropic and constant 

in time 

 all components of heat flow occur only along the z axis 

 temperature of the interstices and adjacent solids is equal at all times 

Given the fact that all measured parameters such as temperature or depth depend on meas-

urement accuracy, and properties like heat conductivity are estimated, there are a number of 

impacts to calculations. Furthermore, the above mentioned restrictions are rarely given in the 

field and will cause additional uncertainties. Therefore, a sensitivity analysis will be per-

formed to investigate errors due to reasons like parameter estimates or violated boundary 

conditions. 
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However, the first term of the above equation contains the effective thermal diffusivity which 

is analogous to the one used for solute transport. Considering additional hydrothermal dis-

persion, the term has to be supplemented according to Anderson (2005) with 

[16] v
c

v
cc

n
s

n
fe rr

⋅+
⋅

⋅
=⋅+

⋅
=

⋅

−

β
ρ
κκ

β
ρ
κ

ρ
κ )1(

0  

The equation does now additionally contain β [m], the thermal dispersion coefficient com-

bined with the modulus of seepage velocity vf [m/s]. In literature, opinions are diverging 

whether to neglect dispersivity and include its effect into the thermal diffusivity or to account 

for it separately (Anderson, 2005). The first approach would only be valid for really small 

seepage velocities when the value of the second term in equation [16] can be neglected. 

However, heat dispersivity is thought to be the same process as chemical dispersion, which 

is widely used in the areas of solute transport. Unlike a chemical substance heat dispersion 

also contributes to further heat conduction as it is capable of also propagating through the 

solid material (refer to chapter 3.1.2.3 on page 20). This outlines the major physical differ-

ence between both processes which are mathematically described in the same way. Hence, 

dispersivity considerations are quite important for the correct interpretation of heat propaga-

tion and the corresponding result of flux calculation (Hatch et al., 2006). 

 

3.1.2.5. Temperature forward modelling 

As mentioned above, heat always tries to equilibrate within a more closely observed area of 

an aquatic system. Therefore, temporal change of boundary temperatures may be useful for 

studying its propagation. This condition is given by change in temperature due to daily, sea-

sonal and annual fluctuations in solar radiation occurring on the earth’s surface. Certainly, 

this also affects the temperature of shallow surface water bodies such as rivers, streams and 

ponds. These periodic fluctuations of temperature in surface water are transferred into the 

subsurface mostly by water saturated or semi-saturated sediment heat conduction but espe-

cially by fluid convection through streambed sediments. Heat propagation can be measured 

in form of temperature changes and used for both, the simple detection of water movement 

direction as well as detailed investigation and quantification of water exchange flows (Con-

stantz et al., 2003).  

Silliman et al. (1995) derived a solution for predicting the temperature within a certain depth 

of the sediments given a temperature time series on the bottom of the water column just 
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above the sediments. Based on the differential conduction convection equation [15] (see 

page 22), the following boundary conditions are considered 

[17]     and      )(),0( tTtT w= Az
TtzT =

∞→
),(lim  

In this case, Tw is the temperature at the base of the water column [°C] (upper temperature) 

and TA is the ambient groundwater temperature at a depth where it is unaffected by fluctua-

tions.  

A solution is searched for calculating the corresponding time series in a certain depth of the 

sediment. The upper boundary condition is given as a series of temperatures discretely 

measured over time rather than a continuous temperature function. The differential equation 

is of linear nature and therefore a superposition of solutions can be developed. Hence, the 

propagation from one point to another is easily calculated by summing the relative response 

which depends on depth z and on the time t. The solution scheme leads to the following set 

of equations (Silliman et al., 1995) 
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and Ts representing the n-th temperature [°C] value of the desired time series calculated at 

time tn [s] and depth z [m]. Every single entry n of the second time series is calculated as the 

summation of all i relative temperature changes prior to time tn and the impact at depth z and 

time weighted with its propagation effect. This influence can be quantified using equation 
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where ΔTs is the temperature change within the sediments and ΔTw the one in the water col-

umn. The values of C and D are given as 
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with ρw and ρ being density [kg/m3] and cw and c being specific heat capacity [J/kgK] of the 

water and the saturated sediments, respectively. The effective thermal diffusivity of the sedi-

ment is given with κe [W/mK]. Hydrothermal dispersion was not considered in the original 
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model but was added in this study by using κe instead of κ0 (see equation [16] on page 23 for 

further details). 

Since all temperatures are ex-

pressed as summations of tem-

perature changes and are there-

fore of relative nature, the pseudo 

initial condition T0 is used to regain 

absolute values. According to Sil-

liman et al. (1995), the value of 

this initial condition has a consid-

erable effect on a certain number 

of the first calculated solutions. 

This effect can be minimised by 

selecting an appropriate initial temperature value which should match the real value at the 

initial time and desired depth. 

Figure 6: Illustration of two discrete measurement points 

in the streambed as required for forward modelling. 

The above explained solution of the heat equation is only valid within the following initial 

condition 
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An important fact is also mentioned in the publication. It is the condition that the solution itself 

only satisfies the differential heat equation in the case of T0 = TA. 

Silliman et al. (1995) developed and used this particular forward calculation method to esti-

mate the vertical water flux from the best fit of observed and calculated sediment tempera-

tures, based on the water column time series. They state that the solution is sensitive and 

usable for water fluxes which are greater than 7.2x10-3 m/d but downwards only due to the 

nature of the boundary conditions. However, Becker et al. (2004) illustrate that the same 

method can be applied to derive both, upward (negative) and downward (positive) flux direc-

tions. Restrictions are, once again, only vertical water flux and the initial condition, because 

its influence is never completely zero but decreases with time. 

As an example, Figure 7 shows the temperature response to a sudden increase of 1°C of 

surface water temperature in 0.15 m depth of the sediment. It is calculated by the forward 

modelling approach. The depth response clearly depends on water seepage velocity as well 
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as the direction of flow. Physical properties of the sediment are indicated in table 4 (page 

73).  

However, one major disadvantage 

of this method is given by the fact 

that the estimated seepage veloc-

ity is assumed to be in steady 

state, and therefore constant over 

time. This would only represent an 

integrative or time averaged water 

flux which depends on the length 

of the temperature record. There is 

a compromise between short and 

long temperature time series. 

Short ones offer a velocity value 

better matching steady state con-

ditions but contain more error due 

to the influence of the initial tem-

perature condition. This impact decreases with longer time series but the seepage velocity 

does not reflect possible transient flow conditions. However, this is the parameter of major 

interest and forward modelling will be used to fit observed temperatures finding best match-

ing value. 
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Figure 7: Response of sediment temperature to a sud-

den step increase of 1°C in water temperature at the top 

with various water exchange velocities. 

 

3.1.2.6. Using temperature fluctuations 

Surface water temperatures are influenced by complex processes coupled with the environ-

ment. The sun’s extraterrestrial radiation is the major driving force which continuously feeds 

energy to the earth’s surface. However, because of the globe’s continuous rotation there is a 

distinct diurnal rhythm in energy transport causing rhythmic temperature change (day and 

night). These temperature changes induce periodic heat flow which can be used as a tracer 

for assessing exchange flows between surface and groundwater bodies. Suzuki (1960) was 

amongst the first to recognise this fact and he applied a sinusoidal temperature function as 

an upper boundary condition to the heat transport equation [15] (see page 22). He derived an 

analytical solution for quantifying water percolation rates under flooded rice fields (paddies). 

The purpose was to calculate a better water balance leading to an improved understanding 
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of the hydrological process, thus a better irrigation management. His solution relates the 

change of water temperature over depth to the infiltration velocity of surface water. Re-

versely, seepage velocity can be estimated by quantifying the ratio of temperature peaks oc-

curring at different depths. Some years later, Stallman (1965) noticed that this solution was 

an incomplete approximation relying on steady state flow. He developed a more accurate 

approach also using a lower boundary condition. This assumes a constant temperature for 

large depths (z positive downwards) given the fact that groundwater doesn’t show any sig-

nificant temperature perturbations. Stallman’s (1965) boundary conditions are the following 
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with T0 and ΔT being the average ambient temperature [°C] and the amplitude on the sur-

face, respectively, P being the period of considered fluctuations (diurnal ~24 hours = 86,400 

s) and TA representing the average ambient groundwater temperature [°C]. His solution satis-

fies the heat equation [15] for 0 < t < ∞  and 0 < z < ∞  and implies that the system is in 

thermal equilibrium throughout depth z. The analytical solution is a two-dimensional surface 

function calculating thermal response (absolute temperatures) to a periodic temperature 

variation at the surface, depending on sediment depth, thermal properties of the porous me-

dia and fluid velocity. 

Based on Stallman’s (1965) work, researchers have developed modifications and extensions 

which were then successfully applied to specific problems. Keery et al. (2007) derived an im-

proved analytical derivation of the solution to calculate seepage velocities, but his approach 

does not allow the determination of directions and also neglects thermal dispersivity. Goto et 

al. (2005) expanded the original solution in order to calculate the temperature response to an 

arbitrary but finite series of n trigonometric fluctuations, given the fact that temperature time 

series usually feature numerous perturbations with different periodicity in superposition. His 

mathematical formulation is a slight enhancement by providing a simple summation of the 

sediment thermal response to all these periodic signals in the following formulation (Goto et 

al., 2005) 
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with the coefficient αi being 
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The parameter vi represents the velocity of the thermal front and can be transformed into the 

corresponding fluid velocity by the relationship 
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The following variables are used in the above solution [23]

- A amplitude of temperature perturbation [°C] 

- v velocity of the thermal front [m/s] 

- vz water seepage velocity [m/s] 

- z depth within the sediment (positive downwards) [m] 

- κe effective thermal diffusivity of the saturated sediment [W/mK] 

- P period of the temperature perturbation [s] 

- ρf density of the water [kg/m3] 

- cf specific heat capacity of the water [J/kgK] 

- ρ density of the saturated sediment [kg/m3] 

- c  specific heat capacity of the saturated sediment [J/kgK] 

It is important to note that this solution is restricted by assumptions mentioned with the heat 

transport equation [15] (page 22). 

Goto et al. (2005) examined and discussed this formulation and found that the thermal re-

sponse to temperature fluctuations depend on the direction and velocity of the fluid, the 

physical properties of the sediment and fluid, and the period of the considered temperature 

fluctuation. They used two dimensionless parameters: the thermal Peclet number (see equa-

tion [11] on page 21) and derived another number related to the three influential factors men-

tioned above. These can be used to categorise the response in the following way 

 Thermal response to heat fluctuations with downward fluid flow 

- heat transport strongly driven by convection (Pe > 4000) 

- heat propagation strongly driven by conduction only (Pe < 0.01) 

- transition between convection and conduction (0.01 < Pe < 4000) 

 Thermal response to heat fluctuations with upward fluid flow 



The use of heat as a tracer 
 

29

- heat transport as a balance of convection and conduction (Pe ~1) 

- heat propagation driven by conduction only (Pe < 0.01) 

- transition between both mechanisms (0.01 < Pe < 1) 

Thermal properties of the sediments depend on many factors such as porosity and composi-

tion, and are differ with areas of application. Therefore they have to be either estimated or 

tested. However, the properties of water are generally well documented. The period of tem-

perature perturbation plays an important role in this case of heat transport because the 

longer it is, the further a heat wave can travel into the ground. Reversely, short term fluctua-

tions are damped very quickly. As a conclusion, the penetration depth strongly depends on 

the period of the surface temperature signal. Goto et al. (2005) derived a response formula-

tion for the calculation of amplitude decay and phase shift of the original boundary signal. 

They found that the amplitude decreases exponentially and phases of the signal shift linearly 

with depth. Both, however, are strongly influenced by fluid velocity but the second is inde-

pendent of fluid direction. This method was successfully applied to a hydrothermal mound at 

the seafloor. Vertical fluid velocity and thermal diffusivity could be estimated quite accurately 

(Goto et al., 2005). 
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Figure 8: (A) Thermal response of sediment temperatures at the depth of 0.15 m to a diurnal, sinusoi-

dal perturbation (period of 24 hours) in the surface water. The signal is strongly influenced by fluid flow 

varying in velocity and direction. (B) Temperature depth profile (see legend for depths) under purely 

conductive conditions (vf = 0 m/d). 
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Figure 8 demonstrates the thermal depth response in sediments to a sinusoidal temperature 

variation with a period of 24 hours at the bottom of the surface water column. The values 

were calculated using equation [23] (see page 27) and physical properties as indicated in 

Table 4 (page 53). It is obvious that fluid velocity and direction strongly influence the other-

wise purely conductive heat propagation. This impact can be used to quantify the water 

movement as discussed further. 

 

Amplitude ratio and phase shift solutions 

In a similar approach, Hatch et al. (2006) used the same formulation but focused only on the 

diurnal (period = 24 hours) temperature signal which is most distinct. They developed a new 

method to calculate the time series of surface water groundwater exchange flux based on 

periodic temperature measurements in certain depths of the sediments using propagation of 

daily heat as a tracer. Because it is the most promising approach resulting in a velocity time 

series, it will be applied in this thesis to data obtained from field measurements. The method 

itself is quite simple but requires somewhat complex data processing; therefore it will be ex-

plained in more detail.  

Following Stallman’s (1965) solu-

tion but using only the daily perio-

dicity of the temperature signal, 

Hatch et al. (2006) derived two 

distinct formulations for calculating 

the same vertical water flux. The 

equation [23] (see page 27) can 

be separated into components and 

solved for amplitude ratio and 

phase shift of signals measured in 

two different depths, referred to as 

1 (shallow) and 2 (deep). The ex-

ponential term multiplied with the 

amplitude of the original signal de-

scribes its damping with depth and can therefore be extracted (Hatch et al., 2006), thus lead-

ing to 
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tio and phase shift applied to measured temperatures at 

two distinct depths. 
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with A2 and A1 being amplitudes of the deeper and the shallower measurements, respec-

tively, and Ar being amplitude ratio [-] (all other variables see equation [23]). The cosine func-

tion which is the next factor multiplied with the original temperature amplitude describes the 

phase shift and can also be extracted and reformulated as 

[27] ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
⋅

⋅⋅
Δ⋅

=−=Δ
24

2

12
vzP

e

α
κπ

φφφ  

with 2φ  and 1φ  being phase of the deeper and of the shallower maximum, respectively, and 

φΔ  the difference. This equation quantifies the difference between the arrival times of a sur-

face temperature peak in two different depths. Figure 9 illustrates amplitude ratio and phase 

shift definition applied to a synthetically created example. 

Because we are interested in the calculation of the actual seepage velocity, both formula-

tions have to be rearranged for the velocity of the thermal front. This leads to a set of equa-

tions 
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which have to be solved iteratively because the velocity parameter cannot be isolated ana-

lytically. Finally, water seepage velocity can be calculated according to 

[29] 
ff

zAr c
cvv
⋅
⋅

⋅=
ρ
ρ

,     and     
ff

z c
cvv
⋅
⋅

⋅= ΔΔ ρ
ρ

φφ ,  

All above equations only contain the relative value of spacing (∆z) between two temperature 

probes. This means that absolute depth measurement of the sediment is not necessary 

anymore. The great advantage is that the method has now become relative; hence in case of 

stream scouring due to e.g. flood events the solution is still applicable (Hatch et al., 2006). In 

this case, all temperature probes must stay within the sediments for the theory to be valid, 

since it is based on the heat equation for porous media. According to Hatch et al. (2006), this 

procedure can theoretically be applied to a times series of any length. However, before ex-

tracting the amplitudes and peak times of two time series of temperature measurements it is 
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important to filter for desired oscillations only. This is discussed later in the methodology sec-

tion. 

 

Sensitivity to probe spacing 

This particular method features the advantage of calculating the same fluid velocity from two 

different mathematical formulations. However, both results should have matching unless 

there are influencing factors e.g. violated boundary conditions due to natural impacts or erro-

neous experiment setup. Both solutions can be examined for sensitivity to spacing and 

physical parameters. As an illustration, Figure 10 (adapted from Hatch et al., 2006) is calcu-

lated from equations [26] and [27] (see page 31) and its partial derivations using physical pa-

rameters as illustrated in Table 4 (page 53). The plots clearly show that there is different 

mathematical behaviour of both formulations, and values as well as sensitivity depend on the 

probe spacing.  
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Figure 10: (A) Amplitude ratios versus a range of seepage velocities for three different depths; (B) 

sensitivity of the amplitude ratio function; (C) Phase shift versus seepage velocity and (D) sensitivity of 

the phase shift function.  
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As illustrated in Figure 10, maximum sensitivity for the amplitude ratio function shifts to posi-

tive (or upward) fluxes, slightly changing its shape and becoming more sensitive with in-

creased probe spacing. For this solution, best sensitivity for a given thermistor distance be-

tween thermistors is reached with low velocities in either upward (more spacing) or down-

ward (less spacing) direction. Hence, this solution features unique values allowing the direc-

tion of flux to be determined. 

The phase shift formulation is useless under purely conductive conditions, as its sensitivity 

becomes zero. Also, values are not unique and cannot be used to describe flow direction. 

However, the advantage is its higher sensitivity with higher velocities in both directions, mak-

ing it a robust detection tool for fast exchange flows. Greatest sensitivity is reached roughly 

around ± 1 m/d of water flux. Same as with the amplitude ratio, the solution becomes more 

sensitive with larger probe spacings as long as a robust signal can still be detected. 

The above illustration shows how important probe spacing is in order to detect different 

ranges of exchange fluxes. It is therefore quite useful to cover multiple depths by installing an 

array of probes allowing pairs of different thermistors to be selected for evaluation depending 

on signal strength and thermistor resolution. There is, however, a compromise to be consid-

ered because the propagation depth of temperature perturbations strongly depends on its 

periodicity. This means that oscillations with increasing frequency are filtered with increasing 

sediment depth, until the signal becomes smooth and amplitudes are below instrument reso-

lution. Thus, the use of daily fluctuations is therefore limited to a certain depth. Precautions 

can be taken by using an array of temperature probes which are placed in different depths. 

The advantage is also that each combination of probes offers the calculation of two separate 

fluid velocity values (Hatch et al., 2006). The recorded temperature signal must be inspected 

for any distinctly sinusoidal variation featuring an arbitrary but distinct periodicity. After band-

pass filtration these can be used to calculate seepage fluxes. However, calculations utilising 

longer signal periods require sufficiently long data records. The resulting velocity values are 

averages between the times of neighbouring peaks of the temperature time series taken in 

two different depths. 

 

3.1.2.7. Physical parameters 

Seepage solutions derived from both, amplitude ratio and phase shift equations depend upon 

the value of several physical parameters (see equations [26] and [27] on page 31). Some of 

these can be accurately assigned because physical properties of water are known (NIST, 
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2005). However, the four following sediment parameters can vary with the locations where 

this method is applied 

- n porosity of the streambed [-], 

- cs  specific heat capacity of the grain materials [J/kgK], 

- κs  thermal conductivity of the grains [W/mK] 

- β  thermal dispersivity coefficient of the system [m]. 

The distribution of each of these parameters is generally heterogeneous within a particular 

site. This variability could offer equivalent velocity solutions for different sets of parameters. 

Therefore, solutions of the seepage equations are considered to be highly non-unique and 

calculations must be restricted to either literature values or results taken from field or labora-

tory experiments, perhaps using sediment samples. But even these results can be erroneous 

and not representative of the investigated location but still offer reasonable estimates. Values 

as taken for this investigation are discussed later. 

 

3.2. Applicability 

In this thesis, the investigated system is the shallow surface water body and its adjacent hy-

porheic zone, which extends further into the subsurface. On the micro scale, this is a very 

complex environment. Looking closer at a representative volume within this zone illustrates 

that it contains numerous different organic and inorganic substances in different phases. 

There are e.g. gravel and sand grains (mainly inorganic solids), various organic sediments 

(solid phase) originating from plant and animal decay, randomly transported and deposited 

by flow and there is water (liquid phase), which carries a great amount of solids as well as 

suspended and dissolved substances such as gases, bacteria, organic molecules, inorganic 

substances etc. In case of ephemeral stream flow air and water vapour (gas phase) have to 

be taken into account because the system may be semi-saturated at times. Because of the 

complexity of interactions between all mentioned factors, mathematical modelling of heat 

flow on the micro scale involves a huge number of heat sources and sinks to be added to 

balance equations, e.g. phase changes (latent heat), chemical reactions and biologic activity 

(biochemical energy). It becomes obvious that at this scale heat is a non conservative tracer 

and its balance calculation is coupled with various different processes. 

The conclusion for modelling of heat transfer is therefore that the micro scale is far too com-

plex to be mathematically described, thus simplifications are needed. All further considera-
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tions are done on the macro scale which implies average system properties and therefore 

eases computing efforts on the spatial and on the temporal scale. Assuming this, the aquatic 

system can be described as body of porous media (solids) which is fully water saturated and 

features an unknown seepage velocity of water (liquid) through its voids. For all analytical so-

lutions considered in this thesis water flow is strictly assumed to be one dimensional, referred 

to the thermistors. The convective conductive heat transport equation (equation [15] on page 

22) can be used to mathematically describe the physics of heat flow in such a system. How-

ever, it is important to mention that it is restricted to fully water saturated conditions as the 

equation is single phase only and multiphase flow as well as phase change is physically not 

incorporated. In terms of heat propagation considered in this work, it is assumed that all in-

ternal sources and sinks of heat such as chemical and biologic activity are negligibly small. 

On the macro scale heat can be considered as a conservative tracer within the limitation of 

aforementioned conditions, thus making balance calculations much easier. 

Modelling with above mentioned 

simplifications has the advantage 

of reducing the physical and there-

fore also the mathematical model-

ling efforts, thus improving neces-

sary data handling e.g. literature 

values or the amount of data to be 

collected in the field. On the other 

hand such simplifications also re-

sult in less detailed model out-

come and can contain unknown 

sources of error. Unfortunately, 

this reduces the field applicability 

in case of more complex environ-

ments such as multiphase flow. In 

this case the investigated envi-

ronment mainly consists of alluvial 

deposits like inorganic sands, gravels and cobbles. Therefore, the convective conductive 

heat transport equation represents the closest possible compromise between accuracy and 

simplification. 
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Figure 11: This diagram shows the difference in uncer-

tainty of hydraulic and thermal conductivity values, 

adapted from Stonestrom (2003). 

Stonestrom et al. (2003) highlight a significant advantage of using heat as a tool for studying 

the movement of groundwater near streams. The adapted plot (see Figure 11) outlines that 
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in case of using only Darcy’s law for flow quantification the required hydraulic conductivity 

value is a function which depends on the grain size. For field conditions, there is often a large 

uncertainty in selecting an appropriate value directly influencing flow calculations (note the 

vertical width of the hydraulic permeability band). On the other hand, heat calculations using 

Fourier’s law requires heat conductivity values which are not a function of grain size or tex-

ture. Compared to the traditional Darcy flow model its range of values is also much smaller. 

This partly originates from the fact that heat travels through all materials (including solids) in 

a bulk volume of saturated porous media. Contrarily, water flow is forced to follow the tortu-

ous paths between single grains thus causing friction which impacts on the pressure velocity 

relationship. The only trouble using Fourier’s equation is the selection of an appropriate for-

mulation to calculate bulk heat conductivity, as there are distinct models which depend on 

the geometrical distribution of both, solid and liquid phases. 

Temperature measurements are an excellent tool in combination with traditional water level 

or pressure investigations, as it represents an additional distinct parameter to describe the 

physical state of an observed system. This can help to constrain modelling parameters be-

cause of adding another degree of freedom to the calibration process. Especially in the field 

of groundwater investigations temperature is an often neglected parameter which potentially 

offers additional information to enhance field interpretation. Moreover, modelling of heat flow 

allows the convenient detection of seasonal and long term variations in water flux due to ei-

ther natural or artificial influences such as climatic conditions or pumping in adjacent wells. 

Spatially and temporally varying fluxes leading to groundwater recharge can be estimated, 

which helps to understand the connectivity between surface water and groundwater. 

Due to the constant advance in technology temperature logging with special devices has be-

come simple, reliable and inexpensive. Additionally, temperature data is directly available for 

inspection without much processing efforts such as laboratory work etc. Thus, many interest-

ing investigations based on heat flow have been published and therefore interpretation 

methods are available. Another great advantage of using heat as a tracer is its natural occur-

rence and therefore the opportunity for in-situ monitoring without much impact on the ex-

periment. There is no need for the injection of artificial substances such as conservative 

chemical tracers usually released during field research. In fact, Constantz et al. (2003) ex-

emplified the comparison of heat and bromide and found that both tracers offer quantitatively 

comparable hydraulic results. The major disadvantage of using heat as a tracer is its limita-

tion to detect only the flow component which is perpendicular to the surface. This is due to 

the fact that natural heat has to be considered as an area and not as a point source, in shal-

low aquatic environments. Unfortunately, this limits the true description of the four-
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dimensional nature of water flow but enables a simple exchange water balance, as only the 

perpendicular value is required for many purposes. Nevertheless, heat promises to be a reli-

able tracing tool particularly when used for estimating direction and quantification of vertical 

water flows through streambed environments within surface waters. 
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4. Methodology 

4.1. Installation equipment 

As part of this research project, all necessary test equipment was designed and hand crafted 

in the workshop of the Water Research Laboratory (WRL) which is a remote campus of the 

University of New South Wales (UNSW) in Sydney, Australia. Five temperature probes in dif-

ferent depths are used at each location. The probes are equipped with a thermistor and in-

ternal computing unit to automatically measure and store temperature data. The probes are 

also fitted with an infrared communication window at the bottom which can be used together 

with a USB docking station to easily setup and retrieve the recorded information. Technical 

details and a sketch of the array are illustrated in Figure 12. 

Probe HOBO Water Temp Pro v2  

Range -20°C to 50°C in water 

Resolution 0.02°C between 0°C and 40°C 

Accuracy ± 0.2 °C between 0°C and 50°C 

Stability 0.1°C drift per year 

Response 5 minutes in water 

Clock Stability ± 1 min/month (0 °C - 50 °C) 

Capacity 42,000 12-bit measurements 
 

Figure 12 contains technical details about the thermistor and shows the array including dimensions 

prior and after assembling. 

A simple PVC pipe with a diameter of 31 mm was cut to approx. 770 mm length which was 

required to host all five probes internally. To avoid heat transfer within the pipe, probes were 

separated by foam spacers featuring very little thermal conductivity.  A special lid was fitted 
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to the bottom and a cap to the top labelled with information to allow identification after instal-

lation. Three rows of holes were drilled into the PVC pipes at all positions of the internal ther-

mistor to allow water contact and therefore heat transfer to propagate inside the pipe. The 

distance of 15 cm between each thermistor was used. The holes were covered with polypro-

pylene screen (hole size of 105 μm) to prevent sand from settling inside the pipe which would 

make disassembling difficult. 

Assembling the array was simply done by positioning the probes and spacers inside the pipe 

one by one gently pushing them down using another pipe with smaller diameter. Two special 

tools were also hand crafted to allow for easy disassembling in the field: a hook at the end of 

a long wire equipped with a handle helped pulling out the probes, and a giant cork screw was 

used to remove the spacers sitting in between. This allowed access to all probes and there-

fore data could easily be downloaded, inspected and processed. 

Diver Type Mini-Diver DI 501 

Level Range 10 m in water 

Level Resolution 2 mm 

Level Accuracy 5 mm 

Compensation 0°C – 40°C 

Temp Resolution 0.01°C 

Temp Accuracy ± 0.1°C 

Capacity 24,000 measurements  

Figure 13 contains technical details of the pressure transducers and pictures of the water level data

loggers as well as the screened section of the sediment water level measurement pipe. 

The final product was an array holding all probes in position ready to be installed in any 

streambed. The depth of the installation depended on the position of the top thermistor, 

which was used to measure the stream water temperature above the sediments at the bot-

tom of the water column. All probes were setup to start synchronously, and recorded tem-

peratures continuously every 15 minutes during the entire time of field application. 

For further investigations and for verifying results obtained through the temperature method, 

additional effort was made to measure surface water as well as sediment water heads. Lev-

els were measured using Schlumberger Mini-Diver® data loggers (see Figure 13), also capa-

ble of simultaneously measuring temperatures for automatic correction of heads. Surface wa-

ter measurements were done using the same diameter PVC pipe with holes to allow the level 
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inside to equalise at all times. This also ensured an undisturbed water column in case of tur-

bulent flow conditions outside. Divers were fixed to the pipe using sailing rope to hold in posi-

tion and prevent from loss in case of flood. 

For the sediment level measurement, a long PVC pipe was equipped with a screened section 

of approx. 30 mm at the bottom leaving space for a sump below to allow fine sediments to 

settle in case they would enter. Similar to the temperature arrays, all holes were covered in 

screen for protection from penetration of materials such as sand. The sediment level pipe 

was also equipped with a lid on top to stop rain falling onto the water column as this could in-

fluence the measurements. Additional holes horizontally drilled into the pipe at the top al-

lowed breathing through contact with the atmospheric pressure. All divers were setup with 

the same sampling frequency as used for the thermistors using a USB docking station. A 

barometric pressure logger was also installed and used the same sampling period as for all 

other instruments. This data was necessary to correct all water levels after recording and be-

fore interpretation as they contained influences from atmospheric pressure. 

 

4.2. Determination of porosity values 

Using heat as a tracer according to the methods described in this thesis requires the deter-

mination of some physical parameters unique to the field sites. Only appropriate values can 

ensure adequate velocity results. It is, however, very difficult to measure the in-situ value of 

sediment porosity as any mechanical influence would disturb the natural deposition of the 

streambed, thus leading to repacking of the grains and therefore impacts on the natural po-

rosity. Unfortunately, the methods require at least parameters estimates in order to limit the 

degree of freedom. In this case, the porosity value firstly influences the specific heat capacity 

linearly and the heat conductivity exponentially (see section 3.1.2 on page 17), both a con-

siderable cause of erroneous velocity results. To limit the uncertainty of the porosity, sedi-

ment samples were taken from the field sites. 

This was done by using an open steel pipe of with a diameter of 38.3 mm (and 31.8 mm, see 

Table 2) which was gently driven into the streambed next to each of the temperature arrays. 

The pipe was then carefully pulled out and the distance from pipe opening to sediment con-

tent inside the pipe was measured from both ends in order to obtain the sample volume. Af-

terwards, the sample was packed into sealable bags and taken to the laboratory. Each of the 

samples was placed into a heat proof beaker with known weight. After allowing most of the 

suspended solids to settle, excess water was removed and the samples were placed in an 
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oven and baked at 110°C to force all water to evaporate. The samples were baked for sev-

eral hours and they were weighted regularly to make sure all water had vanished. The dry 

weight of the sample after baking was required to calculate porosities from the following rela-

tionship (derived from equation [9] on page 19) 
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equation [30] can be reformulated to calculate the porosity value 
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with msolids being the weight of the baked sediment sample [kg], ρgrain being the density of the 

grains in the sediment (assumed as ρsolids = 2,650 kg/m3) and Vsample being the total volume of 

the sample [m3] after baking. In this case, the solid density is assumed to be known because 

its range of naturally occurring values is very small. The volume of the sediment in the sam-

ple can also be calculated from the cylindrical pipe content as 
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with d being the diameter of the sample pipe [m] and l representing the length of the pipe 

which was taken up by sediment content [m]. 

The sediments in the pipe were compressed thus deviations in grain distribution from the un-

disturbed sediment may have occurred during sampling. However, the sample volume can 

also be estimated from the volume scale of the beaker after baking. This method seemed 

more robust compared to calculating sample volumes using the pipe because some of the 

sediment was lost during the sampling process. Estimated errors turned out to be lower (see 

Table 2). Unfortunately, this method can be erroneous and therefore only offer estimates of 

the undisturbed porosity. However, more realistic porosity values are very difficult to define 
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and values derived from this method are used to limit the number of unknown parameters 

and hence the number of non-unique solutions. 

Location Units Location EC Location DEC Location HC 

Weight of Baked Sample g 409 227 376

Density of the solids g/L 2,650 2,650 2,650

   

Volume of Sample L 0.246 0.135 -

Estimated Volume Error L 0.024 0.024 -

Porosity - 0.37 0.37 -

Estimated Error % 18 37 -

   

Volume of Baked Sample L 0.225 0.130 0.233

Estimated Volume Error L 0.005 0.005 0.005

Porosity - 0.31 0.34 0.39

Estimated Error % 5 8 3

Table 2 contains the values as used to calculate the porosity for each location. 

 

4.3. Forward modelling 

For the procedure of forward modelling, raw temperature records can be used without the 

need for further processing. A Matlab script was designed to calculate the temperature re-

sponse in any depth of the sediment using surface water temperatures as input (see 3.1.2.5 

on page 23). The resulting values represent the temperatures time series of the saturated 

sediment and could be used for the fitting routine in the same script. Fitting the observed to 

the calculated temperature values was done using multi parameter non-linear curve fitting 

with the least-squares method. The fitting procedure can be described with the following 

equation 
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Recorded water temperatures (vector x) are run through the forward modelling equations ex-

pressed as ),( xcFz rrr
=  until fitting coefficients c are found with the minimum deviation be-

tween simulated and recorded temperature values (vector y). The method uses the large-

scale trust-region reflective Newton algorithm to efficiently find a set of coefficients for the 
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best possible fit (see function lsqcurvefit in the Matlab reference). The fit can be character-

ised using the minimum Root Mean Square Error (RMSE), a quality parameter which de-

scribes the mean deviation between calculated and observed temperature values. It is de-

fined as 
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with y being the original temperature series, z representing simulated data and n being the 

number of data points (or the length of both vectors). 

Many parameters in the forward modelling equations can be varied in order to find the best 

fit. In this case only one physical parameter was actually determined: the porosity of the sedi-

ment. As a consequence the degree of freedom for an appropriate set of values was too 

high. To ensure the uniqueness of the solution, missing physical parameters were taken from 

publications as explained later in section 4.4.3 (page 50). However, two coefficients were 

used in this approach: (1) the seepage velocity and (2) the thermal dispersivity. The disper-

sion value was limited to a maximum of 10% of the system length scale (see page 23 for de-

tails). The desired output of both, forward modelling in combination with the fitting process is 

a constant seepage velocity value which is responsible for the thermal depth response to the 

water temperatures. This value can be compared to results obtained by the next method of-

fering quasi-transient solutions. Note that the direction of flow derived from the forward mod-

elling equations as indicated by the signum is reversed in the presentation section for better 

comparison. For details about the fitting process see the Matlab syntax of script E which is 

attached to the appendix (page 112). 

 

4.4. Transient solution 

4.4.1. Signal sampling and processing 

Temperature fluctuations in surface waters are a result of periodic and random energies (e.g. 

climate, weather change, cloud cover, shadows etc) with plentiful frequencies. All these in-

fluences contribute to the recorded signal hence obscure the diurnal signature. The earth’s 

rotation and therefore insolation feature a periodicity which is very distinct compared to other 

regular or random events. In addition, the sun is our main source of natural heat energy and 

its signal is strong compared to heat consumed or released by different processes. The pure 
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diurnal temperature signal should quite accurately comply with a time invariant sinusoidal 

wave having a period of 24 hours (86,400 seconds). This specific signature is therefore most 

suitable for the evaluation of water flow because its period is distinct. Furthermore, it 

matches the upper boundary condition which is used to find an analytical solution for solve 

the heat transport equation [22] (see page 27). However, for seepage calculations it is crucial 

to use only the diurnal temperature perturbation. It can be extracted using a special filtration 

process with the purpose of cancelling undesired frequency components. Filter design is a 

complex task and part involving extensive knowledge about signal processing. It will only 

briefly be discussed as it exceeds the frame of this thesis. 

 

4.4.1.1. Fourier Transform 

Signal processing can be applied to inspect, investigate and modify any data obtained by en-

vironmental monitoring. The Fourier Transform (FT) is often used as a basis for these proc-

esses which include filtration or spectral analysis. It transforms any arbitrary continuous time 

signal from time domain to its frequency domain. That is because Fourier assumed that any 

signal of limited extend can be described as a finite sum of time-invariant sine and cosine 

functions with different period and amplitude coefficients (Kanasewich, 1981). This complies 

with the above mentioned approach of energy superposition in recorded temperature time 

series. More generalised, this means that arbitrary periodic sequences can be represented 

as a sum of complex exponential sequences (Oppenheim, 1989). Following this approach, 

periodicities and magnitudes of the signal components can be identified and desired parts 

can be extracted or modified. 

Environmental variables such as temperature are normally sampled discretely rather than re-

corded continuously. Therefore, the general Fourier Transform must be reformulated as it 

can also be expressed as summation approximating the integral of a continuous function. 

The following formulation is generally used to transfer an arbitrary finite signal with N sam-

ples from time domain to frequency domain (Oppenheim, 1989) 
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The inverse form is synthetically derived and is represented by the following equation which 

transforms the signal from frequency domain representation back to its time domain 
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The above transformations are known as Discrete-Time Fourier Series (DTFS) and they fea-

tures extensive mathematical properties such as linearity, shift of sequence, duality, symme-

try etc (Oppenheim, 1989). In this case, the most important properties of the DTFS are con-

sidered for further temperature signal processing 

 Convolution Theorem: The result of multiplication of two periodic sequences is equivalent 

to the periodic convolution sum of their representative transform 

[38] )()(1)()( 2121
ωω ⋅⋅ ⊗→⋅ jj eXeX

N
txtx   and   )()()()( 2121 txtxeXeX jj ⊗→⋅ ⋅⋅ ωω

 Time reversal: Reversal of a signal in the time domain corresponds to conjugation of the 

same signal in the frequency domain 

[39] If    ,    then     )()( ω⋅⎯→← jF eXtx )()( ω⋅−⎯→←− jF eXtx

However, the DTFS equations form the basis for the Discrete-Time Fourier Transform 

(DTFT). The DTFT can be computed electronically using its most efficient algorithm which is 

widely known as the Fast Fourier Transform (FFT), and it is implemented in much scientific 

software for convenient use. 

As mentioned above, continuous signals are usually sampled periodically which results in re-

cords with discrete values. Choosing the sampling frequency is an important consideration 

as it influences the length of the data set as well as the detection quality of the desired signal 

period. The higher the sampling frequency the better is the detection quality. Unfortunately, 

longer data records require more handling effort and computational resources e.g. memory 

space, calculation speed etc. However, the Nyquist frequency can help to find the best suit-

able compromise. It defines the lowest frequency component which can reliably be deter-

mined which depends on the sampling time (Oppenheim, 1989). The relationship is given as  
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In this case, the accurate description of signals with the frequency of 1 cpd 3 is required. The 

                                                 

3 cpd = cycles per day: frequency unit related to Hertz (Hz) by the factor of 86,400. 
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maximum necessary time between samples is therefore 0.5 days. If sampled at lower rates 

(more time spacing), the diurnal signal cannot uniquely be identified resulting in inappropriate 

signal estimates after the digitisation process (known as aliasing). However, a sampling time 

of 15 minutes (approx. 0.0104167 days, sampling frequency 96 cpd) was selected as a com-

promise which maximises signal quality and minimises data handling effort. According to 

[40], this sampling rate allows the reliable detection of signal components with frequencies 

up to 48 cpd. 

 

4.4.1.2. Signal filtering and re-sampling 

A filter is a system which modifies certain frequencies of a signal relative to others (Oppen-

heim, 1989). This can be used to eliminate all temperature signals interfering with the diurnal 

cycle as these are considered to be noise. More accurately, a band-pass filter passes signal 

components which are in a certain width of the frequency range. It can be designed to main-

tain all desired and cancel all unwanted spectral influences. This helps to clearly expose the 

diurnal sinusoid in case of appropriate bandwidth selection (pass band approx. 0.9 – 1.1 

cpd). Unfortunately, the DFT postulates that sinusoidal components of the transformed signal 

in the frequency domain are time-invariant. This means that frequency and amplitude of each 

signal component does not change with time because they are coefficients describing the 

corresponding sinusoidal function values. These conditions are invalid in this case because 

daily temperature fluctuations propagate trough the sediment and experience modifications 

such as decrease in amplitude and a shifting in phase. More importantly, calculations are 

based on these variations as water velocity strongly impacts on these. In this case, the 

Short-Time Discrete Fourier Transform (STDFT) can be used because it focuses only on 

small sections (widows) of the time series. The STDFT is defined as (Oppenheim, 1989) 
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In other words, a shifted signal x(n+t) can be seen through a window w(t) with width N and 

stationary origin. The STDFT is computed for each step n after the section x(n+t) of the sig-

nal is multiplied with the window function w(t). The advantage is that the original signal’s local 

properties are more accurately reflected by focusing on small sub-sequences where sinusoi-

dal signal components are less variable with time. For the purpose of accurate signal de-

scription the window should be as narrow as possible. On the other hand, a narrow window 

results in lower resolution of the frequency response. The window length is therefore a com-
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promise between frequency resolution and time resolution (Oppenheim, 1989). Unfortu-

nately, selecting a short time window of the sequence is equivalent to the multiplication of a 

rectangular window with a part of the sequence having the same number of samples. Addi-

tionally, filtration of signals requires modifications to the frequency domain by multiplying a 

weighting function to alter the coefficients of the signal components. The mathematical prop-

erties of the DTFS make these procedures more complicated because multiplication in either 

the frequency or time domain result in periodic convolution of the representative response in 

the other domain. Hence, transformation results can be significantly distorted due to the 

transformation response of the window. This impact is referred to as spectral leakage and it 

can be minimised by designing the shape of the window to match specific signal processing 

purposes (Harris, 1978). Valid transform boundary conditions such as convergence of the 

transformed window function must be ensured.   

The shape of the window defines the frequency response and it is usually tapered to zero at 

both ends. As the shortened signal sequence is multiplied with the window function, time as 

well as frequency domain are weighted according to the principles of the transform, e.g. 

[42] )()()( txtwty ⋅=     and    )()(1)( ωωω jjj eXeW
N

eY ⊗= . 

Hence the problematic fact is that parts of the original signal’s values are faded and this in-

duces loss of information at the window edges. To avoid this, the window can be applied in 

an arbitrarily overlapping manner (Harris, 1978) and results can be added due to the linearity 

of the transform. The significant increase of computational resource is rewarded with preser-

vation of signal information. If expressed in polar form, magnitude and phase response of the 

system input and output are related by 

[43] )()()( ωωω jjj eXeWeY ⋅=    and    . )()()( ωωω jjj eXeWeY ∠+∠=∠

Clearly, modifications of amplitude coefficients in the frequency domain also cause altera-

tions to the component’s phases, thus results in a phase response of the filter (Smith, 2007). 

As a consequence the inversely transformed signal experiences a phase distortion. This 

manifests itself as a shift of the component’s phase. In this case, the phase impact on the fil-

tered temperature records is undesired and must be avoided. The method requires exact 

phase values to evaluate accurate time shifts between the peaks of two signals recorded in 

different depths. Forward-backward filtering provides a solution with true signal phase pres-

ervation (zero-phase filtration) but only for this case because of finite signal extend. The sig-
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nal is filtered in both directions resulting in squared magnitudes and cancelled phase distor-

tions (Smith, 2006). 

The “Filter Design & Analysis Tool” implemented in Matlab was used to create a band-pass 

filter considering the previous discussion. This tool eased the complexity of signal processing 

by providing implemented functionality such as analysis of the amplitude and phase re-

sponse. A cosine tapered window (Tukey window, Filter order 576 and α = 0.75) offers the 

advantage of smoothly cancelling the boundary frequencies without reducing the desired 

pass gain (Harris, 1978). The filter was designed to allow all energy between 0.9 cpd and 1.1 

cpd to pass and a cosine shaped side slope to fade boundary frequencies with a width of 0.3 

cpd, as suggested by Hatch et al. (2006). The filter was applied to all recorded temperature 

time series to extract the diurnal temperature sinusoid. See script A (page 106) attached to 

the appendix for more details. 
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Figure 14 exemplifies a sequence of original and band-pass filtered temperature signal (recorded in 

surface water and in sediment depth of 0.15 m). 

A pair of filtered diurnal signals (see Figure 24) quite accurately complies with the Stallman 

(1965) boundary condition and offers amplitude ratios and phase shifts values which can 

then be extracted and evaluated according to the theory. However, all signals are up-

sampled from the original sampling time of 15 minutes (96 cpd) to 3 minutes (480 cpd) after 

filtration using a low pass interpolation algorithm implemented in Matlab. The up-sampling 

must be performed after filtration because most undesired frequency components are elimi-

nated and values of the diurnal sinusoid can be interpolated much better. The accuracy of 

the desired temperature peak and time values depends on up-sampling because discrete 

time steps of 15 minutes (900 seconds) may not match with the time of the actual peak. On 

the other hand, amplitude values are less variable than phase values, especially in the vicin-
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ity of the sinusoid’s peak. Hence, amplitude derived velocity solutions are less sensitive to 

the temperature sampling time. 

Hatch et al. (2006) illustrate that the filtration process induces errors at the beginning and at 

the end of each time series due to the adaptation of initial filtering conditions. It is suggested 

to simply delete the first and the last three days of the filtered signal to avoid false results. 

The error in the final results which was caused by filtering have been investigated by Hatch 

et al. (2006) and were found to be within the range of approximately 2 % and therefore quite 

insignificant. 

 

4.4.1.3. Spectral Analysis 

The DTFT can also be used to estimate the amplitude spectrum or spectral density (SD) of 

arbitrary recorded signals. The SD is an expression of the average energy per frequency unit 

found within the original signal. It can be calculated in the following way (Stearns et al., 1996) 
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The above discussion about windowing is equally applicable to spectral analysis. The result 

of the use of a rectangular window is called periodogram, and otherwise it is referred to as 

modified periodogram. The convolution of window and sequence transformations causes dis-

tortions such as spectral leakage (Kanasewich, 1981) which severely depend on window 

shape and can thwart the spectral density calculation. To minimise this effect, many windows 

have been designed for different purposes (see Harris, 1978). The spectral energy given by 

equation [44] is calculated for each windowed sequence and results are time averaged (Op-

penheim, 1989). However, computation of all energy spectra used in this thesis was per-

formed with TSOFT (Van Camp & Vauterin, 2005), a free software package for the inspec-

tion of time series. This software uses the Hanning window as sequence weighting function. 

Spectral plots can be created from spectral analysis results showing signal energy as a func-

tion of frequency. They are helpful for the examination of dominant frequencies contained in 

the original signal. These frequencies can easily be identified because they appear as out-

standing peaks and exhibit high energy of signal components with the corresponding peak 

frequencies. If the investigated signal contains a nonzero mean, its spectrum shows energy 
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at zero frequency. This is referred to as the “DC component” 4  of the signal. The accuracy of 

the measuring device is contained in this value if it is linear over the range of measured val-

ues. Spectral analysis can support the determination of physical origin of features encoded in 

signals, thus improve the understanding of the investigated system. In this case, spectral 

analysis was used to identify natural impacts on temperature and level data. It was also help-

ful to determine the required width of the band-pass filter in order to ensure that all required 

signal components are passed and noise is cancelled. 

 

4.4.2. 

4.4.3. 

                                                

Calculation of seepage velocity 

A Matlab script was designed to extract amplitude ratios and phase shifts from two corre-

sponding signals recorded at different sediment depths (see section B on page 107). The 

values of the filtered temperature time series were processed by a local maxima/minima de-

tection algorithm which used the deviation between adjacent temperature values to detect 

peaks. Peaks are local extremes best indicated by signum change of its deviation value. 

Identified peaks feature distinct times and amplitude values which were stored for maxima 

and minima separately. This was necessary to avoid confusion because the corresponding 

peak simultaneously searched for in the second (deeper) signal could occur later than the 

next peak value of the same signal. All maxima and minima as well as absolute occurrence 

times were collected and stored as amplitude ratio and phase shift time series. Furthermore, 

a different Matlab script utilised these values and iterated through both equations [28] (see 

page 31) in order to find two independent seepage velocities (see section C on page 109). 

The script was also equipped with all physical parameters values as necessary for the calcu-

lation. Resulting values were unique water seepage velocities representative for the time be-

tween two peaks at different depths. Consequently, the time values centred between peaks 

were also calculated and appointed to the corresponding velocities. 

 

Sensitivity to physical properties 

The two heat equations utilise a number of physical variables which could only be estimated 

from literature values. The three most uncertain physical parameters are heat conductivity, 
 

4 DC stands for “Direct Current” and originates from electronics. In case of general signal processing, 

this term is used to describe the offset of a signal from zero.
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heat capacity and thermal dispersivity. Table 3 contains the range of values for three main 

rock materials which were found in Maules Creek: Andesite, Basalt and Granite.  

Parameter Unit Andesite Basalt Granite Maules Creek 

Heat Capacity kJ/kgK 0.81 – 0.82 0.54 – 2.14 0.25 – 1.55 0.6 – 0.9 

Heat conductivity W/mK 1.35 – 4.86 0.44 – 3.49 1.25 – 4.45 1.0 – 3.0 

Dispersivity m - - - 0.0 – 0.06 

Table 3 illustrates the range of physical properties of representative rock materials found in Maules 

Creek. 

These values were found in Schön (1996) and confirm a limited range. The composition of 

rock fragments in a sedimentary environment can be highly variable, thus these values may 

not represent the actual field values. A laboratory test as well as mineralogical investigations 

was beyond the scope of this thesis. On the other hand, there are two independent velocity 

solutions which could be used to restrain parameters by matching both results. However, a 

matching set of velocities may be found for various sets off different physical parameters. In 

order to estimate the individual influence on seepage values the sensitivity of each of these 

parameters was examined. At first, amplitude ratios and phase shifts were calculated for 

three distinct velocity values (0.5 m/d, -0.1 m/d and -0.5 m/d) using a defined set of physical 

parameters and equations [26] and [27] (see page 31). Afterwards, the same equations were 

used to re-calculate seepage velocities, varying the value of only one distinct parameter in 

the range between minimum and maximum value as given in Table 3. This was done for all 

combinations of velocities and parameters and the results are displayed in Figure 15. Col-

umns represent same physical parameters and rows show the same three distinct velocities. 

It is clearly visible that the specific heat capacity of the solid matrix contributes to the smallest 

error when varied in the limits of its possible range (see Figure 15 plot A, D and G). The 

thermal conductivity is somewhat more sensitive (see Figure 15 plot B, E and H) and the dis-

persivity value exhibits strongly divergent seepage results (see Figure 15 plot C, F and I). As 

a consequence, the specific heat capacity was set to a representative mean value of 750 

J/kgK. The thermal conductivity was then used to find an appropriate fit of both solutions, and 

was appointed the value of 1.8 W/mK. The choice of both indicates little Granite content or 

organic sediment according to Schön (1996). As a matter of fact, organic solids were evident 

in the sediment which was sampled for the porosity tests. 
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Figure 15: Sensitivity of three distinct seepage velocities (0.5 m/d, -0.1 m/d and -0.5 m/d in the rows, 

respectively) to the main unknown physical parameters of the locations (heat capacity, heat conductiv-

ity and thermal dispersivity in columns, respectively). 

As discussed in chapter 3.1.2.4 (see page 21) the thermal dispersivity is treated in literature 

in a somewhat controversial way, but there are a number of recent publications focusing on 

its mathematical description and the fact that its mechanism differs from the one widely used 

for solute dispersion (e.g. Metzger et al., 2004; Nakayama et al., 2005; Testu et al., 2007). 

This particular parameter is generally difficult to estimate, especially in field environments. 

Unlike the rock properties, it is the only parameter which is considered to vary with locations 

of the installations. However, it is thought to be a scale dependent problem and maximum 

values of approximately 10% of the experimental length scale were found appropriate (Neu-
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man, 1990). For all these reasons it can be used to explain any further abnormality between 

both seepage equations. 

Parameter Symbol Unit Values 

Density of water ρw kg/m3 998 

Density of sediment ρs kg/m3 2,650 

Spec. heat capacity of water cw J/kgK 4,183 

Spec. heat capacity of sediment cs J/kgK 750 

Thermal conductivity of water κw W/mK 0.6 

Thermal conductivity of sediment κs W/mK 1.8 

Table 4: This table contains physical parameters which were used for the calculation of seepage ve-

locities. 

 

4.5. Numerical methods using VS2DHI 

The analytical solution of the heat equation as explained in section 3.1.2 (page 17) is re-

stricted to a set of certain boundary conditions. These are most likely violated in realistic 

situations, thus errors are introduced. Unfortunately, the heat transport equation is only ana-

lytically solvable under distinct circumstances. Therefore, the application of the heat method 

to field problems may be limited if these conditions are unknown. Numerical schemes for the 

solution of the differential heat transport equations are required to investigate influences be-

cause arbitrary boundary conditions can be applied. In this case, the condition which is most 

likely violated is that there could be an additional horizontal flow component. The software 

VS2DHI (Healy et al., 1996) was used to evaluate and study the influence of horizontal 

streambed flow on the vertical results of the analytical solutions. The package was designed 

to calculate two-dimensional heat transport problems in variably saturated porous media. It is 

freely available from the U.S. Geological Survey and features an interactive graphical user 

interface, allowing the easy setup and application of geometrical groundwater models, grid, 

boundary conditions and physical parameters (Hsieh et al., 2000). The additionally included 

post-processor helps the user to set simulation parameters and to visualise the results after 

running the simulations. 
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4.5.1. Mathematical and physical basis 

The software package was originally designed to simulate solute transport in porous media 

considering variably saturated but single (fluid) phase flow problems only (Lappala, 1987). 

However, additional functionality in order to handle energy transport was added later by 

Healy (1996). The heat balance is calculated using the following equation 

[45] *)(
))1((

TqcvTcTDcTK
t

Tcnc
ffHf

sf +∇−∇⋅∇+∇⋅∇=
∂

−+∂
θθθ

θ
 

with the parameters 

- Ө fluid saturation [-] 

- cf specific heat capacity of water [J/m3K] 

- cs specific heat capacity of the solids [J/m3K] 

- T temperature [°C] 

- K thermal conductivity tensor of the bulk medium [W/mK] 

- DH hydrodynamic dispersion tensor [m2/s] 

- v advective fluid velocity [m/s] 

- q in- or exfiltration of fluid at source or sink [-/s] 

- T* temperature of infiltrating fluid at source [°C] 

The left hand term represents the change of energy stored in a certain bulk volume over 

time. Terms on the right side stand for (1) thermal conduction, (2) hydro-thermal dispersion, 

(3) advective energy transport by fluid movement and the last one (4) is a point source and 

sink term for injection or removal of fluid and energy. 

An important parameter is the hydrodynamic dispersion tensor defined for two dimensions by 

Healy (1990) as  
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with αL and αT being the longitudinal and the transversal dispersivity coefficients [m], vi and vj 

representing velocity components in the two-dimensional space and δ is Kronecker’s delta. 

The impact of different dispersivity values on the analytical solution will be examined. 

The heat balance of a bulk consisting of porous media strongly depends on fluid flow. Mass 

conservation is applied to a representative volume in the following way 
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With the assumption of a small enough volume that values can be considered constant 

throughout space the equation can be simplified to 
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Furthermore, Darcy’s law is utilised to transfer water levels (pressure) into a flow velocity 
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with K being the intrinsic permeability of the medium [m2], kr the relative permeability as a 

function of pressure head, H the total potential of the liquid [m] and, as a major difference to 

the analytical solution, the viscosity μ [Pas] being an empiric function of temperature (Healy, 

1996) 
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Equation [49] and [50] can be substituted in equation [48] and for cubic (3D) or square (2D) 

cells the flow across the faces can be approximated leading to 
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An additional energy transport caused by gas or water vapour is considered negligible in all 

simulations using the above formulations. In some cases, this may introduce errors to the 

heat balance due to the possibility of e.g. energy transport by vapour or consumption by 

phase change etc. In this case, all simulations will be run under fully saturated conditions 

only and errors are therefore prevented. Additionally, fully saturated conditions simplify the 

above equations considerably because values for saturation (Ө) and relative hydraulic per-

meability (kr) become equal to 1. 

In VS2DHI the non-linear flow equation [51] is solved together with the heat equation [45] us-

ing the cell centred Finite-Difference Method (FDM). This solution scheme features discreti-

sation (approximation) which is centred in time (Crank-Nicholson method) and in space, thus 
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avoids numerical dispersion. However, numerical oscillations within the solution may still oc-

cur unless the following criteria recommended by Healy (1990) is met 
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This is thought to be a guideline especially applicable to sharp gradient values. In this case, 

the temperature simulations will be run with sinusoidal (smooth) temperature signals and this 

condition can be relaxed. 

 

4.5.2. Model setup 

A two-dimensional model was setup to represent a vertical slice of the streambed. The upper 

boundary of the model maps the top of the sediments and the bottom of the water column. 

Width and depth were chosen to be 5 m and 2 m, respectively, as this would be large 

enough to represent the investigated environment. Vertical and horizontal discretisation is 

0.02 m and 0.04 m. Observation points were placed at the depth of 0.15 m, 0.31 m, 0.45 m 

and 0.61 m because these are similar depths used during the field application. The total du-

ration of the simulation was 3 days with time steps of 1 minute which equalled 4,320 steps to 

be calculated for each simulation. As an upper boundary condition a constant flux of 1 m/d 

with sinusoidal temperature fluctuating between 19 °C and 21 °C (amplitude of 1 °C) was ap-

plied to all models. 

Parameter Symbol Unit Value 

Saturated hydraulic conductivity ks m/s 1.0 x 10-4

Anisotropy Ratio kzz/kxx - 1 

Specific Storage Ss 1/L 0 

Spec. Volumetric Heat Capacity of Water cw J/m3 °C 4,174,634 

Spec. Volumetric Heat Capacity of Sediment cs J/ m3 °C 1,987,500 

Thermal Conductivity of Saturated Sediment κs W/m °C 1.5 

Porosity of the Sediment n - 0.3 

Table 5 contains physical parameters which were used for numerical simulations. 

Five different dispersivity values (in this case: α = αL = αT) were selected to be important for 

the simulation as they would be worst case scenarios: (1) α = 0 m, (2) α = 0.015 m, (3) α = 

0.03 m, (4) α = 0.045 m and (5) α = 0.06 m. For each of these values the simulation was run 
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10 times using different left boundary conditions with increasing horizontal fluid inflow be-

tween 0 m/d and 2 m/d (in steps of 0.2 m/d). For the case of zero flow, the right and left 

boundaries were set to no energy flux (J = 0), and for all other cases a constant temperature 

of 20 °C was applied. This boundary temperature may not represent real streambed situa-

tions but was kept invariant to prevent horizontal heat flow anomalies. Also, the observation 

points were placed “downstream” just before fluid outflow to avoid influences of the left 

boundary condition on the observed temperature signal and to simulate an infinite horizontal 

extend of the streambed. The right boundary condition was always assigned the same veloc-

ity as the left one, and the bottom one always had a fluid velocity of 1 m/d (same as the top). 

For these boundaries the temperatures were chosen to be the default model outflow values. 

A sketch of the model setup and resulting velocity vectors caused by the velocity boundaries 

is pictured in Figure 16. All simulations were run using the set of physical parameters as 

noted in Table 5. 
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Figure 16 illustrates the setup of the numerical model and its boundary conditions. 

Altogether, a total of 50 simulations were run and simulated temperatures at all observation 

points were recorded. These values were used to run through the same peak picking script in 

Matlab as used for the analytical method. Afterwards, seepage values were iterated using 

the quasi-transient method explained in section 3.1.2.6 (page 26). Simulation outcomes are 

presented later in section 6.5 (page 84) together with the field results. 
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5. Field Application in Maules Creek 

The previously described methods using diurnal heat as a tracer was applied to the field and 

tested as part of a major research project. This was funded by the Cotton Catchment Com-

munity’s Cooperative Research Centre in Australia. The Maules Creek catchment (see 

Figure 17) was selected as field site and various different research projects were carried out 

in the same place. This offered additional data monitored by a weather station especially 

setup for research purposes. The catchment area is situated westwards of the Great Dividing 

Range in the North Western Slopes and Plains. This area is part of the Namoi Valley which 

belongs to the state of New South Wales. It is extensively used for large scale farming of cot-

ton but also other useful plants such as barley, wheat and soy.  However, limited surface wa-

ter resources and ongoing drought conditions force farmers to extract groundwater for irriga-

tion. Moreover, management of water allocations and licenses is currently ignoring hydro-

geological features like linkages between surface and groundwater which are unique to this 

particular catchment area. This malpractice has been causing a severe drop in groundwater 

table and is suspected to also deplete water resources. Water demand for farming is increas-

ingly big due to the growth of water intensive plants. 

 

Figure 17 shows maps of Australia, New South Wales, Maules Creek catchment area and the study 

site (follow enlargements). 
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5.1. Description of the catchment 

The Maules Creek catchment covers a surface area of approx. 1,600 km2. Only after continu-

ing rain events, surface runoff from Horsearm Creek, Middle Creek and Maules Creek accu-

mulate and discharge into the Namoi River. Further westwards, the Namoi then feeds the 

Darling River, Australia’s longest river flowing thousands of kilometres to its confluence with 

the Murray River and water finally discharges into the ocean. The catchment area is bound to 

the north by the Nandewar Ranges, a volcano of tertiary age with Mount Kaputar (1510 m) 

being Australia’s highest peak outside the Great Dividing Range. The New England Fold Belt 

defines the eastern boundary and to the south west, Gins Leap Gap and a range of hills limit 

the catchment. Figure 17 illustrates the estimated catchment boundaries. 

On a larger scale the area is part of the Upper Namoi Valley, a large transmissive alluvium 

which is used for groundwater pumping to support agricultural production in very fertile soils. 

The southern and central part is underlain by Permian volcanic bedrock (Andersen and Ac-

worth in prep., 2008). The Maules Creek geology is composed of Tertiary alluvial sediments 

with medium to heavy clays and lenses of sand and gravel accumulated to a thickness of up 

to 20 m. On top, a layer of Quaternary sediments with sands, gravels and boulders is be-

tween 10 m and 15 m thick and approximately 500 m wide. It is described as unconfined aq-

uifer highly connected to the surface water bodies. Moreover, most of the bores in this area 

are thought to extract from this unit (Sinclair, 2006). 

 

Figure 18 shows a hydrogeological cross section through Maules Creek (Andersen, 2007). 
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The active channel in Maules Creek can be described as ephemeral stream because surface 

water flow can only be observed after substantial rain in the catchment area upstream. How-

ever, a series of perennial pools is located between Horsearm Creek, just upstream the con-

fluence with Maules Creek, and downstream Elfin Crossing. Recent investigations suggested 

that there is groundwater discharge in the area (Andersen, 2007) which may feed these 

ponds. Despite higher than average rainfall, stream flow has been declining which is found to 

be a consequence of unsustainable nearby groundwater extraction (Sinclair, 2006). Figure 

19 outlines the study area and contains exact positions of all installations as well as the 

boreholes used (Abbreviations: EC - Elfin Crossing, HC - Horsearm Creek, DEC - Down-

stream Elfin Crossing). 

 

Figure 19 pictures a map of the Maules Creek study area including locations installations. 
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5.2. Field work and installation procedure 

Several field trips to the Maules Creek catchment area were done during the time of investi-

gation. The first field trip at the end of August 2007 was necessary to choose appropriate 

field sites for the installation of the temperature arrays and the level measurements.  

The procedure of installing 

the temperature probes was 

done in the following way: a 

simple steel pipe with an in-

ner diameter of 38 mm was 

fitted with a PVC drive point 

snugly fitting into the open-

ing at the bottom. The pipe 

was driven into the sedi-

ments using a heavy post 

rammer (see picture in 

Figure 23) until the required depth of approx. 0.75 m was reached. The steel pipe was now in 

place and a metal rod which was longer than the pipe could be used to knock out the drive 

point at the bottom. Then, a readily assembled temperature array was pushed under water to 

allow air to escape and water to settle inside. It was immediately fed into the top opening of 

the steel pipe and gently pushed down using another same sized PVC pipe until it reached 

the bottom. Afterwards, the steel pipe was gently twisted and slowly pulled upwards, always 

keeping the array in place with the second PVC pipe. Furthermore, the position and safety of 

the installation were checked and impacts to the surrounding sediment such as depressions 

were removed by hand. All water level instruments were installed in the same way using a 

post rammer and the steel rod with driving point. Additionally, a star picket was used to se-

cure surface water and sediment level installations. Finally, instruments were setup and af-

fixed in order to hold in place inside the pipes. All measurements, dimensions and times 

were noted and related to the current surface water level. 

Figure 20: Illustration of the installation in the streambed of sur-

face water bodies. 

A second excursion was done in October 2007 to make sure that all installations were still in 

place and functioning. This trip was also useful to observe any changes in the flow regime. 

The installations were accurately surveyed using RTK differential GPS (Trimble 5800 equip-

ment). Horizontal and vertical positions were recorded as coordinates of Zone 56 in Map Grid 

Australia (MGA), and refer to the Geocentric Datum of Australia (GDA). The vertical positions 

were required to transfer all water levels from relative to absolute values which improved in-
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terpretations such as water level comparison and gradient calculations. As visible throughout 

all field trips, Maules Creek was dry and surface water flow could not be observed. However, 

the surface water ponds which were used for the installations did not change but levels had 

decreased. 

Location Unit EC DEC HC GW 967137 

Figure 19 # 4 6 5 7 

Northing m 6622681.486 6622439.594 6623063.842 6622451.684

Easting m 220020.232 219651.198 220237.344 219845.794

Elevation m 252.760 251.698 255.720 258.780

Hor. Accuracy m 0.009 0.008 0.352 -

Vert. Accuracy m 0.015 0.012 0.759 -

Table 6 contains positions of installations obtained by the GPS survey in Maules Creek (Zone 56, 

MGA/GDA). 

 

5.3. Location Elfin Crossing (EC) 

This location (see Figure 23) was cho-

sen because it was easily accessible by 

car because it was located next to the 

road crossing the creek. An apparently 

stagnant pond of surface water was 

used for the installation of one tempera-

ture array containing probes, and sur-

face water as well as sediment level 

measuring devices. This pond was the 

last significantly large surface water 

body as part of the series of larger ponds extending from Horsearm Creek to downstream of 

Elfin Crossing (see Figure 19). Therefore, it was thought to be losing water to the ground and 

assumed to be fed by horizontal surface water inflow from the pools at Horsearm Creek flow-

ing through the highly permeable alluvial sediment. The water at this site was quite murky 

and smelled of organic compounds. Installing the temperature array at this particular location 

was convenient, but the depth of the sediment water level pipe was limited to approx. 0.720 

m below the stream channel by cobbles preventing the drive point from penetrating any 

deeper. This nicely indicated the nature of sediment layering and variability of grain size dis-

Figure 21: Sketch of the water level installation at 

Elfin Crossing. 
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tribution in the streambed environment. The installation responsible for level recordings con-

sisted of a star picket with an attached PVC pipe which secured the logger in place.  

 

5.4. Location Downstream Elfin Crossing (DEC) 

The Maules Creek streambed was completely dry downstream Elfin Crossing. However, a 

single pool was discovered as being the last significant surface water pond along this reach. 

The location was exposed to sunshine for most of the day as the streambed was quite wide. 

A temperature array as well as a surface water level logger was installed right in the centre of 

the pond. Furthermore, between the locations EC and DEC there are two groundwater moni-

toring locations GW 36913-1 and 2 installed by the DWE 5 (see Figure 19 on page 60). Cas-

ing GW 369137/1 is screened in the shallow aquifer in a depth of 8 – 11 m, and GW 

369137/2 is screened in of approx. 69 m depth reaching the deeper alluvium. The monitoring 

stations are setup to automatically and continuously record groundwater levels every three 

hours by the department. Additionally, a flow gauging station directly located at Elfin Cross-

ing offered daily surface water level and flow values. All this data was requested from the 

department for the period of investigation and could be utilised in the discussion section. 

However, there was no surface water flow recorded throughout the entire period of installa-

tion and recording. 

 

5.5. Location Horsearm Creek (HC) 

The site at Horsearm Creek (HC) was 

only accessible by foot, walking up Mau-

les Creek along the pools in the dry 

streambed. The site was located under 

big trees growing along the side of the 

creek keeping it a shadowy environment 

throughout most of the day. The instru-

ments were intended to be installed in 

the last pond upstream because the 

Figure 22: Sketch of the level installation at 

Horsearm Creek. 

                                                 

5 DWE: Australian Government Department of Water and Energy, New South Wales
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sediments were covered in red colour as a result of iron oxide precipitation. This was sug-

gested to originate from anoxic groundwater rich in Fe2+ discharging at the location. Unfortu-

nately, many cobbles in shallow depths prevented the steel pipe to penetrate deep enough to 

ensure an adequate installation. This indicated a practical limitation to applications of the 

heat method. After trying various locations, a large pool which offered a thick layer of sandy 

sediments was found suitable for the installation of the array. Water in the pond was unbe-

lievably clear which indicated that this could be a possible groundwater discharge zone. Sur-

face water and sediment level measurement pipes were installed next to the array and 

equipped with data loggers. 

Figure 23 contains pictures of the installations taken at each location. Table 7 illustrates the 

depth of each thermistor at every single location. Values are referred to the boundary be-

tween sediment and water (positive: up; negative: down). 

Location Elfin Crossing Downstream Elfin Crossing Horsearm Creek 

Probe 1 0.00 m 0.00 m 0.15 m

Probe 2 -0.15 m -0.15 m 0.00 m

Probe 3 -0.30 m -0.30 m -0.15 m

Probe 4 -0.45 m -0.45 m -0.30 m

Probe 5 -0.60 m -0.60 m -0.45 m

Table 7 contains the absolute depths of each temperature probe at all locations. 
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Figure 23: Preparation of temperature arrays, installations at Elfin Crossing, downstream Elfin Cross-

ing and Horsearm Creek (clockwise from top left). 
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6. Presentation of results 

After about two months of continuous recording, a last field trip was done to Maules Creek in 

November 2007. All installations were disassembled and all instrument data was 

downloaded. Temperature and level data was continuously measured between approx. 29th 

August 2007 and the 2nd November 2007. Data was recorded by field instruments as de-

scribed in the field application chapter 5 (see page 58) and processed as explained in the 

methodology section 4 (see page 38). The following chapter presents the results obtained 

from this environmental monitoring. 

 

6.1. Climate data and water temperatures 

The majority of larger temperature changes at the earth’s surface are induced by climatic 

conditions. Therefore, climate data from the weather station is considered to be an additional 

and valuable source to enhance further presentations, discussions and interpretations. 

Figure 24 shows unprocessed data like air temperature, solar radiation, relative humidity, 

rainfall and surface water temperatures recorded during the entire time frame of investiga-

tion. Plot A clearly illustrates sun radiation input and its effect on the ambient air temperature. 

It is obvious that temperature fluctuations result from solar radiation which is occurring regu-

larly on a daily basis, as the globe is constantly rotating with the same speed. The average 

maximum daily solar insolation was around 1,000 W/m2 showing little variation which indi-

cated minor cloud cover during the time of investigation. Air temperatures illustrate strong 

daily oscillations with amplitudes greatly varying between approx. 5 and 25 °C. The lowest 

and highest recorded temperatures were 1.4 °C and 34.7 °C, respectively. The average tem-

perature during the time of recording was 17.5 °C and higher than the average temperature 

for spring seasons (BOM, 2008). The air temperature also contained additional energies like 

fluctuations with longer than diurnal frequency. This originates from the change in macro cli-

mate such as low and high pressure events passing by the point of measurement.  

Graph B shows the corresponding time series of relative humidity and rainfall. The relative 

humidity was highly variable between a maximum of 95.5 % and a minimum of only 8.3 %. 

The average value was calculated and equalled 52.1 %. The relative humidity is obviously 

coupled to the air temperature but its trend is of course reversed. There was some minor 

rainfall in August and September 2007 which was probably due to locally developed thunder-

storms because radiation input is not significantly reduced. This would indicate longer peri-

ods of cloud cover and therefore larger scale weather events. However, the climate station 
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was situated next to the Namoi River approx. 12 km westwards of Elfin Crossing at the main 

position where most of the research project took place. 
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Figure 24: Time series of climate data recorded by the weather station as well as surface water tem-

peratures at all locations. 
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It is important to notice that temperature, humidity and rainfall are phenomena with capability 

to significantly change on the temporal and spatial scale. Therefore, data recorded by the 

climate station does not entirely characterize values at Maules Creek. However, long term 

weather events such as more continuous rainfall on the 25th or the 29th of October 2007 can 

be assumed to offer reasonable values for the Maules Creek region. This also applies to air 

pressure because spatial change is much less significant. 

Plots C, D and E display the surface water temperatures measured at the three different lo-

cations which were described in chapter 5 (page 58). The frequency of water temperature 

oscillations in all locations is obviously equal to the ones recorded in the air. However, ampli-

tudes are quite different reflecting various environmental conditions which will be discussed 

later. Temperature maxima, minima and averages were 26.5 °C, 14.8 °C and 19.3 °C for 

Elfin Crossing, 30.8 °C, 14.5 °C and 20.8 °C for downstream EC and 24.8 °C, 14.4 °C and 

17.9 °C for Horsearm Creek, all calculated for the period of investigation. There were ampli-

tudes of approx. 2-3 °C at Elfin Crossing which was quite constant with time. Quite differ-

ently, water temperatures downstream EC oscillated with amplitudes between 4 °C and up to 

12 °C between day and night time. Interestingly, temperature perturbations at Horsearm 

Creek were of a comparable magnitude to the ones at EC, but amplitudes varied stronger 

throughout time. They were between 0.5 °C at the beginning and approx. 4 °C at the end of 

the recording period. Also clearly noticeable is the fact that night time minima of all recorded 

surface water temperatures show the same long term trend when compared to each other. 

 

6.2. Surface water level results 

All recorded water levels were originally thought to be usable to verify seepage results ob-

tained from the heat method and, in combination, for estimations of streambed hydraulic con-

ductivity. Quite surprisingly, the raw surface water and sediment water level data contained 

some remarkable features which will be discussed in more details. Firstly, all recorded water 

level data had to be cleaned from atmospheric pressure influences. Afterwards, they could 

be referred to the Australian Height Datum (AHD) using the GPS survey results. This proc-

ess transferred levels into absolute values and allowed easy comparison between locations 

(see Table 6 on page 62). 

Figure 25 contains barometric pressure (plot A), rainfall (plot A) and surface water levels (plot 

B, C and D) as recorded in all investigated surface water bodies throughout the time of instal-

lation. The highest, lowest and average atmospheric pressure at the point of recording (alti-
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tude of approx. 227 m AHD) was 1,001.6 hPa, 976.4 hPa and 988.6 hPa, respectively. The 

pressure series shows fluctuations with various frequencies all superimposed. Clearly visible 

are daily water level fluctuations, and the origine of these will be discussed later. The baro-

metric record also illustrates the pass of longer lasting trends which are caused by high and 

low pressures as part of the meteorologic macro climate. Most rainfall occurred during times 

of low barometric pressure as pointed out in the plot. 
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Figure 25 shows barometric pressure and rainfall data as well as surface and sediment water 

levels.
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Graph B, C and D display the recorded surface and sediment water levels at all three loca-

tions. Unfortunately, the instrument measuring the sediment water level at Horsearm Creek 

stopped functioning around the 20th October 2007. The manual level measurement was done 

only before disassembling at the end of the recording period. Therefore the values cannot be 

referred to the AHD, thus levels cannot accurately be compared with all other recordings. 

However, all plots indicate the same decreasing trend. The magnitude of decrease at Elfin 

Crossing and downstream EC are similar compared to the signal at Horsearm Creek behav-

ing differently. A quick but short response of levels to four rainfall events with 4.4 mm 

(around the 8th), 2.8 mm (12th), 13.8 mm (around the 25th) and 4.8 mm (29th) are clearly visi-

ble in October 2007. The amount of accumulated rainfall was approx. 40.2 mm during the en-

tire period of investigation.  Especially the longer lasting rain around the 25th of October 2007 

caused a consistent but delayed rise in surface water levels. However, there was much less 

response to rain events at Horsearm Creek. 

 

6.3. Temperature results 

Spectral analysis was also performed, particularly with the temperature results recorded at 

Elfin Crossing. Figure 26 illustrates clearly that propagation depth of oscillations strongly de-

pend on the frequency. This is also formulated in the exponential term of Stallman’s analyti-

cal solution (equation [23] on page 27). In general, the lower the frequency (larger scale tem-

perature changes) the stronger is the temperature signature and the further the penetration 

into the streambed. The decline of signal strength can be noticed by inspecting the peaks 

visible at 1 cpd in Figure 26. All five thermistors are located in different depths (see Table 7 

on page 64) and illustrate a peak which is strongest at the same frequency. They are a dis-

tinct result of diurnal temperature changes caused by solar day and night. However, tem-

perature oscillations recorded by probe 5 were damped down to a spectral value of approx. 

0.2 °C. This is well above the resolution but reaches the accuracy limit of the thermistors. 

Also, this does not concern further results because filtering eradicates the accuracy (which is 

part of the DC component) from the recorded values. Higher frequencies exemplify the sig-

nature of noise caused by the instrument as well as experiment environment. 

Filtering as described in chapter 4.4.1 (page 43) was performed on all recorded temperature 

time series. As a representative example of the outcome, only the surface water and sedi-

ment temperature in a depth of 0.60 m at Elfin Crossing are displayed in Figure 27. 



Presentation of results 
 

71

0 4 8 12 16 20 24 28 32 36 40 44 48
Frequency [cpd]

10-5

10-4

10-3

10-2

10-1

100
Te

m
pe

ra
tu

re
 [°

C
]

Spectral Density of Recorded Temperatures at Elfin Crossing
Probe 1 (depth 0.00 m)
Probe 5 (depth 0.60 m)

0.75 1 1.25
0.0

0.2

0.4

0.6

0.8

Te
m

pe
ra

tu
re

 [°
C

]

Pr
ob

e 
1

0.75 1 1.25 0.75 1 1.25
Frequency [cpd]

0.75 1 1.25 0.75 1 1.25

Pr
ob

e 
2

Pr
ob

e 
3

Pr
ob

e 
4

Pr
ob

e 
5

 

Figure 26 illustrates spectral density of temperature time series recorded by five different 

thermistors and depths at Elfin Crossing.

There is a clear variation of oscillation amplitudes in both signals, which indicates the vari-

ability of water velocity. The “cut off” dates at the beginning and the end are illustrated as a 

dashed grey line in Figure 27. After filtering the signal was up-sampled by the factor 5 which 

resulted in a new sampling time of 3 minutes (180 seconds). All amplitude ratios and time 

lags of each individual temperature peak were now available for extraction. As discussed in 

the methodology, these values could be used to calculate the velocity of vertically percolating 

water. 
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Figure 27: Raw and filtered temperature time series recorded by probe 1 and 5 at Elfin Crossing. 

 

6.4. Velocity results 

6.4.1. Elfin crossing 

For the calculation of the vertical water seepage or exchange velocity, a pair of processed 

temperature signals is required. Each array contained 5 temperature probes thus offering a 

combination of 10 different seepage velocities for evaluation. In all cases it was decided to 

only use the first probe (surface water temperature) in combination with the probes in differ-

ent depths. This is because the focus was given to surface water groundwater exchange 

rather than hyporheic flow profiles. As a consequence, there were four and eight results ob-

tained from each array by the steady state and the transient method, respectively. 

All original temperature recordings could directly be utilised without any further processing of 

the signal in order to iterate through the forward modelling and fitting routine. Temperatures 

recorded at the four distinct depths in the sediment were calculated using equation [18] and 

[19] (page 24). In order to find the best fit between simulated and recorded values the two 
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variables seepage velocity and dispersivity were adjusted. Figure 28 demonstrates the qual-

ity of fit for Elfin Crossing using an extraction of the total sampling time. Results were calcu-

lated from 6,213 sampled temperature values for the probe combinations 1/2 (plot A), 1/3 

(plot B), 1/4 (plot C) and 1/5 (plot D). The root mean square error (RMSE) is included for 

comparison of the quality of fit (Beta = dispersion coefficient). 
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Figure 28 demonstrates the quality of fit using an extraction of modelled temperatures. 

Forward modelling results matches the measured temperatures at Elfin Crossing quite well 

as indicated by the RMSE values. These approach the accuracy of the thermistors which is 
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approx. 0.2 °C. Most perturbations are nicely replicated but for some peaks the simulated 

and the recorded values differ in magnitude and also show a slight phase shift. This is most 

probably caused by the values of the real velocity and thermal dispersion varying with time, 

compared to the assumption of a steady state system for the computation. It is interesting to 

observe that this simulation method is capable of describing signal perturbations with an arbi-

trary temperature signature. The seepage results calculated from four different instrument 

pairs are consistently increasing with depth. For continuity reasons, this seems impossible 

for truly vertical flow. 

Pair of Thermistors  1 / 2 1 / 3 1 / 4 1 / 5 

Spacing m 0.15 0.30 0.45 0.60

Seepage m/d -0.314 -0.446 -0.546 -0.588

Dispersivity m 0 0 0 0.015

RMSE °C 0.198 0.196 0.192 0.192

Table 8 shows the parameters and results used for and obtained from the forward modelling approach 

at Elfin Crossing. 

The transient seepage results for Elfin Crossing are displayed in Figure 29 together with the 

water temperatures, rainfall and the independently recorded level gradient. In this case, dis-

persion coefficients were used to manually match results derived from both solutions as good 

as possible. The dispersion values proved to have a significant impact on calculated velocity 

results. However, they are somewhat inconsistent suggesting that the first pair produces re-

sults which have to be interpreted with care. Please note that the water level gradient is dis-

played using a descending axis for better comparison with the velocities below. All gradient 

values were derived from surface water and sediment water levels recorded by a different in-

strument but in the vicinity of the temperature measurements. Seepage velocities calculated 

for thermistor pairs 1/2, 1/3, 1/4 and 1/5 are displayed in plot C, D, E and F, respectively. 

Clearly, all vertical water exchange velocities were in the range between -0.2 m/d and -0.65 

m/d indicating surface water loss to the streambed. This fact is confirmed by the forward 

modelling results calculated using the same pairs and results are illustrated in the corre-

sponding plots. It can be observed quite clearly that the forward modelling results reflect an 

average of the quasi-transient value. Moreover, there is a trend of decreasing velocity during 

the period of investigation which is especially evident in shallow depths. Velocity values 

evaluated from pairs with more spacing show an overall stable trend. Again, the depth in-

crease previously noted is also apparent in the transient data. 
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Figure 29 displays the original water temperature (A), water level gradient (B) and all final velocity re-

sults derived from amplitude ratios and phase shifts (C, D, E and F) at Elfin Crossing. 

Quite differently to the seepage results obtained from the heat methods, the water level gra-

dient increased during the time of investigation (plot B). Both results were evaluated from in-



Presentation of results 
 

76

dependent physical sources, thus applying Darcy’s law (see equation [2] on page 5) allowed 

the estimation of the streambed hydraulic conductivity (evaluated conductivity). In order to 

obtain appropriate results, gradient values had to be averaged for the time period between 

corresponding temperature peaks as used for the velocity calculation. Only pair 1/5 was used 

for this process because the depth (0.6 m) was closest to the depth of the level measure-

ment (0.726 m) in the near vicinity. Graph B shows the hydraulic conductivity results which 

decreased from approximately 2x10-4 m/s to 4x10-5 m/s. The timely decline in streambed 

conductivity is quite significant, and it is surprising to observe that it goes along with a fairly 

constant vertical loss of water. However, these values must be interpreted with care because 

they are a result of recordings taken at two different points in the hyporheic zone. 

 

6.4.2. Downstream Elfin Crossing 

Results for the location Downstream Elfin Crossing were evaluated using both methods and 

are plotted in Figure 30 (forward modelling with 6,133 data points) and Figure 31 (transient 

solution). The same probe combinations as for EC were used for this location. Figure 30 

graph A, B and C illustrate that the fitting quality decreases (note the RMSE values) until no 

valid solution was found for thermistors pair 1 and 5 (see graph D). It is quite noticeable that 

in all cases the best fits were found for the maximum dispersivity value which was restricted 

to 10% of the length scale. The possible explanation for this is that model conditions were 

stressed. 

Probes  1 and 2 1 and 3 1 and 4 1 and 5 

Spacing m 0.15 0.30 0.45 0.60

Seepage m/d -0.609 -0.519 -0.525 -0.016

Dispersivity m 0.015 0.030 0.045 0.060

RMSE °C 0.379 0.516 0.873 0.697

Table 9 demonstrates the parameters and results used for and obtained from the forward modelling 

method applied to location DEC. 

An extraction of temperature values is also displayed in Figure 30 for comparison. Results 

derived from the first three probe combinations indicated vertical downward water loss to the 

streambed with a flow rate between approx. -0.55 m/d and -0.60 m/d (see Table 9 for de-

tails). However, the last solution (pair 1/5 in plot D) cannot be evaluated probably because its 

oscillations were damped below thermistor accuracy. 
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Figure 30 illustrates an extraction of the forward modelling results computed for probe combinations 

1/2 (A), 1/3 (B), 1/4 (C) and 1/5 (D) at the location DEC. 

Transient results were combined with additional information to improve the presentation and 

interpretation of the aquatic system at this location (see Figure 31). The surface water level 

in plot B illustrates a quick response to the recorded rain events. In fact, the water level in-

creased just after the rain, and the decline response was fairly rapid within approx. 1.5 days 

(see 25th of October 2007). However, the total trend shows a constant decrease in ground-

water level of approx. 0.2 m starting at the 9th September 2007. 
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Figure 31: Diagram showing the original water temperature (A) and the final seepage results derived 

from amplitude ratios and phase shifts (C, D, E and F) at location DEC. 
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Velocity results as pictured in Figure 31 plot C, D, E and F illustrate a remarkable feature: 

both series derived from amplitude ratios and phase shifts initially show the same trends but 

do not exhibit matching values. In fact, velocities derived from phase shifts are much higher 

than the ones obtained from amplitude ratios. Towards the end of the time, both results di-

verged even more, especially between pairs 1/4 and 1/5. The difference between both solu-

tions cannot be explained using different thermal properties at this location in order to match 

both. Thermal values would be considerably different, which is impossible because sediment 

properties should be quite comparable in this area of Maules Creek as they originated from 

the same source. It was therefore concluded that diverging seepage values were a result of 

violated boundary conditions of the analytical solution. The most important violation to be 

considered is the influence of horizontal flow. This is an assumption which requires the need 

for further investigation and will be dealt with later in this thesis. 

The comparison with plotted forward modelling results also suggested that the transient solu-

tion contained sources of errors. The invariant values do not represent average values of ei-

ther of both analytical solutions but exhibit a value which is in between. This fact also con-

tributes that there is a need for the examination of possibly violated boundaries.  

 

6.4.3. Horsearm Creek 

The third location investigated using the heat method was Horsearm Creek. At this location, 

the temperature records were divided into two sections because the water level gradient in-

dicated a change in direction from upward to downward (see Figure 25 page 69). The cut of 

the series was done at the 30th September 2007 leaving two temperature time series with 

3,114 and 3,025 values. The results were calculated using the same methods and illustrated 

in Figure 32, Figure 33 (forward method) and Figure 34 (transient solutions). 

It is important to mention that two probes in this array had to be discarded from the calcula-

tions: Probe 1 was outside the sediment detecting temperatures in the surface water body 

together with probe 2 (see Table 7 on page 64). Temperature signals recorded by probe 5 

were unusable because they featured values below instrument resolution, thus offered pos-

sibly inappropriate values. Due to this loss, only the probe combinations 2/3, 3/4 and 2/4 

were used for presentation and interpretation. Again, forward modelling results are plotted 

and listed in Figure 32, Figure 33 and Table 10. Part one (Figure 32) illustrates that water in 

the sediment flowed downwards between pair 2/3 but upwards between 2/4 and 3/4. How-

ever, the best fit for water flow in the second part was found for consistent downward flow 
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through the streambed as displayed in Figure 33. The solution diverged towards the end of 

September because the flow direction changed. This doesn’t agree with the steady-state na-

ture implied by the forward modelling approach and illustrates the limited field applicability of 

this method. 
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Figure 32 exhibits an extraction of forward modelling results calculated for probe combina-

tions 2/3 (A), 3/4 (B) and 2/4 (C) at location HC using  the first time period.

Transient results are plotted in Figure 34. Sediment water levels were not usable towards the 

end of the record because the device stopped functioning before the manual level was taken 

as a reference. An estimated measurement could be extracted from field notes, which in-

cluded dimensions and initial water level manually taken after installation. Additionally, the 

survey accuracy is quite low due to the trees blocking satellite contact (see Table 6 on page 

62). However, values are accurate enough for comparison with the other installations. Figure 

34 demonstrates that the sediment water level decreased more than the surface water level. 

As a result, the level gradient reversed, indicating change of flow direction from upwards to 
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downwards between points of measurement in the period of recording. It is important to men-

tion that water levels were not recorded at the same position as the temperatures, but in the 

near horizontal vicinity with a vertical spacing of 0.363 m. Same as at the other locations the 

water levels exhibit a rapid response to rainfall events. 
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Figure 33 illustrates an extraction of Horsearm Creek forward modelling results calculated for probe 

combinations 2/3 (A), 3/4 (B) and 2/4 (C) and the second period.. 

Transient exchange velocity solutions are displayed in Figure 34, plot C, D and E. Contrarily 

to the invariant solutions, thermistor combinations 3/4 and 2/4 exhibited a vertical downward 

flow between -0.1 m/d and -0.2 m/d throughout the period of recording. Phase shift results 

differed significantly from amplitude derived velocities as values were between -0.3 m/d and -

0.4 m/d. There was a consistently increasing trend in downward velocity magnitudes for both 

solutions as well as all thermistor pairs. Confusingly, the forward model predicted a slightly 

gaining system between pair 3/4 (plot D) and 2/4 (plot E) for the first period of simulation. 

This is in disagreement with the quasi-transient solution and has to be examined. The sec-
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ond period shows matching values for results obtained by both heat methods. Troughs and 

peaks in the phase shift plot of probe pairs 2/3 and 3/4 were caused by the fact that the 

method sensitivity is limited for low velocity magnitudes (see Figure 15 on page 52). 

Results between 28/08/2007 and 30/09/2007 (3,114 temperature sampling values) 

Probes  2 / 3 3 / 4 2 / 4 

Spacing m 0.15 0.15 0.30

Seepage m/d -0.120 0.051 0.028

Dispersivity m 0.015 0.015 0.03

RMSE °C 0.082 0.157 0.219

Results between 01/10/2007 and 01/11/2007 (3,025 temperature sampling values) 

Probes  2 / 3 3 / 4 2 / 4 

Spacing m 0.15 0.15 0.30

Seepage m/d -0.151 -0.129 -0.131

Dispersivity m 0.015 0.015 0.03

RMSE °C 0.149 0.110 0.181

Table 10 shows the parameters used for and results obtained from the forward modelling approach for 

temperatures recorded at Horsearm Creek. 
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Figure 34 shows the original water temperature (A) and water levels (B) as well as seepage 

results derived from amplitude ratios and phase shift values (C, D, E) at location HC.
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6.5. Numerical results 
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Figure 35 shows an extraction of the numerical simulation results. Vectors denote the direction but not 

magnitude of fluid flow. 

The outcome of the numerical heat transport simulations as discussed in section 4.5 (page 

53) is exhibited in Figure 35 and Figure 36. The images were taken as post-processor snap-

shots at the end of the particular computation period. Vertical heat flow anomalies as seen in 

the images probably originated from the corner policy of the boundary conditions. Clearly, an 
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increase in thermal dispersion caused enhanced spreading of heat, thus lowering tempera-

ture amplitudes and shifting peak phases due to the propagation of the sinusoidal tempera-

ture signature. All recorded temperature observations were processed by a peak picking 

script in order to use the amplitude ratio and phase shift values for iteration of seepage ve-

locities. Each value in Figure 36 was an average calculated as a result of all temperature 

peaks which occurred in the entire simulation time.  
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Figure 36 summarises results of the heat transport simulation with different velocity ratios and disper-

sivity coefficients. 
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The impact of horizontal flow and thermal dispersion on the analytical solution is consider-

able. Plot A demonstrates that the influence of horizontal streambed flow does not alter the 

analytical and one-dimensional solution unless heat dispersion is relevant. The diverging so-

lutions at purely vertical flow exhibit that both methods are based on different mathematical 

approaches concerning the dispersivity value. Moreover, flow simulations considering both, 

longitudinal and transversal dispersion coefficients offer variant results after recalculation. 

This is because of the purely vertical formulation of the analytical solution which clearly re-

stricts its capability for field application because results diverge and exact quantification be-

comes impossible. It can be seen in Figure 36 plot B, C, D and E that the higher the horizon-

tal flow the more significant the impact on the recalculated velocities. The relationship be-

tween horizontal flow and amplitude derived result is non-linear, thus an increase in velocity 

ratio forces the solution to decrease. However, these values appear to be independent from 

dispersion coefficient and probe spacing. Unlike these findings, solutions derived from phase 

shifts increase with more thermal dispersion and flow ratio. Looking at the field results re-

corded at Maules Creek, it can be concluded that heat dispersion is definitely present and 

has to be considered when the method is applied to the field. 
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7. Discussion 

The following list includes the major questions concerning surface water groundwater inter-

actions and the new heat method. This thesis aims to answer these trying to also find out 

about the flow situation in Maules Creek. 

 How does climate and especially heat flow influence aquatic systems? 

 How can heat transfer and resulting temperature signals be used to characterise the 

connectivity of aquatic systems? 

 Are all or some of the surface water bodies connected to the groundwater table? 

 Does heat offer reliable results when used as a tracer to quantify exchange flow? 

 Is there water exchange between the surface water pools and the groundwater at Mau-

les Creek? 

 What is the variability of water exchange through the streambed? 

 How can the connectivity between both water sources be characterised? 

This section discusses the results previously presented and tries to answer all above ques-

tions about the heat method and about water exchange in Maules Creek. 

 

7.1. Climate data and water temperatures 

Figure 37 shows an extraction of climate data recorded in the period between the 15th and 

the 25th of October 2007 for closer inspection. Clearly, it can be seen in plot A that tempera-

ture rises as soon as the insolation starts at the beginning of each solar day. Also, tempera-

ture peaks show a slight but constant phase shift compared to peaks in radiation. This is 

probably due to heat storage being released after radiation decline by various different ob-

jects on the surface environment mostly featuring larger specific heat capacity than air. The 

zoomed data neatly visualises the inverse relationship between temperature and relative 

humidity. Sudden changes in air temperature as obvious early in the morning on the 17th and 

the 20th of September are suspected to be driven by the local climate. 

In Figure 24 (see page 66) it is interesting to see how conditions like surface water body size 

and surrounding environmental conditions are reflected in the recorded surface water tem-

peratures at each location. It is obvious that the pond at Horsearm Creek was located in a 

shady location and temperature perturbations measured in the surface water pool are mainly 

induced by heat transfer through the interface between water and air. 
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Figure 37 illustrates a time period extracted from climate recordings and water as well as sediment 

temperatures in September 2007. 

The extreme temperature signal in the pool downstream Elfin Crossing clearly illustrates that 

warming is also induced by sun radiation penetrating into the water body. The evidence can 

be seen in Figure 37 especially on the 18th and 19th September 2007, because water tem-

peratures were much higher than the ambient air temperature at noon. The amplitude differ-

ence between the signals of the three surface water bodies was quite significant. The reason 
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for this could be found in the different surface area to volume ratio of the ponds, which is 

much lower downstream Elfin Crossing (shallow surface water pond with large surface area). 

However, a direct comparison of energy input by these two different processes cannot be 

performed. This would depend on various factors: the penetration depth of radiation, which is 

influenced by dissolved substances (colloids) defining the turbidity, the surface area and in-

tensity of radiation. Additionally, water at Horsearm Creek was much clearer than the water 

downstream Elfin Crossing thus energy components resulting from the different heat transfer 

processes cannot be distinguished. 

Graph B, C and D illustrate surface water and sediment temperatures recorded in the four 

different depths at all locations (see Table 7 for exact values). At this level the following heat 

balance is visible: oscillations in air temperature are damped down in water because of the 

difference in specific heat capacity of liquid water approx. 4.81 kJ/kgK (NIST, 2005) com-

pared to dry air with approx. 1.005 kJ/kgK (WPI, 2008), respectively. If the pond is located in 

a shady position such as Elfin Crossing or Horsearm Creek, surface water temperature 

maxima are located on the descending branch of the air temperature which indicated that 

heat transfer between air/water was more dominant than heat through absorption of sunlight. 

However, slight peak time lags were due to the complexity of natural processes as part of the 

local climate. 

The location downstream Elfin Crossing (plot C) is the best example for the theory of diurnal 

heat propagating into the surface water sediment. These field results obviously conform to 

the theoretical solution of the conductive convective heat transport equation [23] (see page 

27). The main features are decreasing amplitude and increasing time lag of the signal with 

depth. Figure 38 (plot B) contains unexplainable and inappropriate features: temperatures 

recorded by probe 2 and 3 are lower than the ones measured by thermistors in the deeper 

sediment. This does not match the theory and no reasonable explanation could be found. 

Figure 38 shows air temperature, relative humidity, radiation and water as well as sediment 

temperatures recorded at all three locations for the time period between 15th October and 

25th October 2007. As visible, the depth response at Horsearm Creek is damped down much 

quicker, especially considering the fact that the depth of the array was less than at the two 

other locations. Also, the deepest temperature signal recorded by probe 5 (see Figure 37 plot 

D) exhibits temperatures which were generally higher than the average of the other thermis-

tors. According to Silliman et al. (1995) this can indicate groundwater discharge because the 

signal is damped quickly by upwards flowing water having a constant temperature. Figure 38 

plot D exemplifies a period with bigger amplitudes in October. 
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Figure 38 shows an extraction of air temperature, relative humidity and radiation recorded in October 

2007. 

Referring back to Figure 24 plot E (page 67) it can be interpreted from the simple heat bal-

ance of water in the pond that groundwater discharge at HC must have decreased. This is 

evident looking at the fact that daily oscillations in air temperature show constant amplitudes 

(plot A), a signature similar to the ones at EC (plot C). However, oscillations at HC confirm 

significant damping with time. The first two probes at HC directly measured water tempera-
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tures. Probe 1 (0.15 m above streambed) logged higher values than probe 2 during the day 

(as seen in Plot D) which means that heat propagated from the top of the water body to the 

bottom. 

Figure 24 (page 66) demonstrates that the trend in night time minima of the ambient air tem-

perature is reflected in the minima of all investigated surface waters. This result shows the 

following phenomenon: surface water bodies warm up during the day. The value of the heat 

capacity of water is approx. five times higher than heat capacity of the surrounding air. This 

encourages heat storage and retention in the water bodies, which means that heat is accu-

mulated during the day and slowly released after the air temperature drops below the one of 

the water body. After that heat flow reverses and is released into the air, thus water bodies in 

all three locations cooled down slowly. However, there is a difference in the rate of cooling 

down which generally depends on the surface area of the water body for heat transfer, and 

its volume for the amount of heat which is stored. This mechanism could be a reason for the 

fact that the pool at EC (see plot C) showed similar amplitudes than Horsearm Creek pond, 

despite the fact that it was located in a much sunnier position. More energy is stored be-

cause the volume of water was much bigger, thus requiring much more time for heating and 

cooling resulting in smaller amplitudes of the diurnal temperature oscillation. 

 

7.2. Water levels 

The barometric pressure time series as seen in Figure 25 (page 69) contained energies with 

numerous frequencies. However, clearly visible were longer term changes usually caused by 

lows and highs as part of the atmospheric macro climate. Very interesting is the fact that 

strong atmospheric pressure fluctuations with diurnal frequency were recorded. These are 

also clearly reflected in all surface water and sediment water level recordings, which can be 

seen in the same plot. To further examine these effects, spectral density analysis was per-

formed on barometric pressure as well as the surface water level at Elfin Crossing as an ex-

ample representative for all other locations.  

Figure 39 contains spectral results calculated from the entire data set of atmospheric pres-

sure, water and sediment level recorded at Elfin Crossing. The second plot shows an 

enlargement only focusing on the range between 1.5 cpd and 2.5 cpd. Note that the baro-

metric pressure axis is reversed. The spectral density graph clearly exhibits obvious energy 

peaks at a frequency of 1 and 2 cycles per day. This is caused by atmospheric tides 

(Palumbo, 1998), whose influence on surface and groundwater levels are not very well re-
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searched up to date. However, similar features were also found in boreholes and analysed 

by Acworth in prep. (2008). In general, atmospheric tides are caused by two different 

mechanisms: the gravitational pull of the sun and the moon on the gas molecules in the at-

mosphere and, much more influential, daily heating and cooling of the atmosphere, thus 

causing  barometric pressure changes due to expansion and contraction. 
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Figure 39 illustrates spectral analysis of barometric pressure, surface water and sediment water level 

at Elfin Crossing.  

The frequency resolution of the barometric pressure data was poor after performing the Fou-

rier Transform. This originated from a short length data set with a length of approx. two 

months. However, the two significant level peaks found in Maules Creek data were com-

pared to literature values calculated from much longer data sets by Merritt (2004). Both re-

sults were illustrated in Table 11. Low spectral resolution of the Maules Creek results caused 

slightly differing values. The same reason is responsible for the fact that P1 and K1 as well 

as M2 and S2 are visually combined in one peak as seen in Figure 39. Higher resolution 

would separate these peaks, however published results were matched with surprising accu-

racy. Both peaks were found to be a combination of lunar (gravitational) and solar (heating) 

influences with diurnal (K1 and P1) and semidiurnal (M2 and S2) frequencies (Merritt, 2004). 

It is not known why the diurnal peak of barometric pressure (K1, P1) which is smaller than 

the semidiurnal peak (M2, S2) influences water levels in an inverse manner. However, the 
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stronger response of the sediment water level can be explained in the following way: as the 

barometric pressure increases stress is being shared between the rock matrix as well as the 

water within the pores. This means that water in the sediment is under less stress than water 

in the installed pipe causing a higher gradient between the pipe and the streambed and 

therefore more water flowing out of the installation. The result is a more significant level re-

sponse in the sediment as visible in Figure 39. 

Component Unit Frequency at 
Maules Creek 

Frequency by 
Merritt, 2004 Explanation 

P1 cpd 0.99609375 0.99726206 Main solar diurnal 

K1 cpd 1.00781250 1.00273794 Lunar-solar diurnal 

M2 cpd 1.99218750 1.93227356 Main lunar semidiurnal 

S2 cpd 2.00390630 2.00000000 Main solar semidiurnal 

Table 11 compares frequencies of atmospheric tide components as found in Maules Creek with pub-

lished values. 

The diurnal barometric pressure oscillations feature amplitudes of approximately 4 hPa. The 

water level dropped fairly rapid at around 10:00 as a response to the increase in barometric 

pressure every morning as visible in Figure 40. Please note that surface water and sediment 

water levels were assigned to different axes on the left side using the same scale for better 

comparison. The level recovery lasted much longer. However, there was no obvious influ-

ence of the semidiurnal pressure peak on the water levels (occurrence at approx. 22:00). 

The magnitude of level change was approx. 2 cm, thus well above the range of instrument 

sensitivity (~0.2 cm). It was interesting to conclude that this change of water column must 

have been pushed into the streambed leading to a significant amount of water volume ex-

change with the hyporheic zone on a daily basis. Penetration depth can be calculated as 

approx. 5 cm (using a porosity value of 0.4), if the following assumptions were applicable: the 

area of water penetration is approximated by the surface area of the water body and water 

movement is vertical and not sidewards. These level changes certainly impact on many natu-

ral processes like biochemistry in the hyporheic zone. Apparently, no research has yet been 

done to investigate the effects of barometric tides on surface water bodies and the surround-

ing groundwater.  

Barometric pressure perturbations as caused by atmospheric tides were obviously significant 

enough to directly imprint on all investigated water levels (Figure 25 on page 69). This lead to 

the straight forward conclusion that water levels at these specific surface water ponds must 

have been part of the continuous subsurface water table. They were directly connected to 
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the surrounding groundwater, or in other words, the ponds were windows to the groundwater 

table. The evidence was given by the fact that recovered from tidal depression. This particu-

lar phenomenon would probably not have occurred if these ponds were surface water bodies 

trapped above an impermeable layer and therefore disconnected from the surrounding 

groundwater table. However, it did not solve the task of flow quantification but helped to-

wards the conclusion that the temperature probes recorded temperatures in the fully water 

saturated sediment. The recovery from atmospheric tides can therefore be used as a tool in 

any surface water body to answer the question of connectivity between surface water and 

groundwater. 
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Figure 40 shows the influence of atmospheric tides on surface water and sediment water levels at all 

locations. 

Water levels downstream Elfin Crossing illustrated a steady decline with time, as seen in 

Figure 25 (page 69). This effect was probably caused by alluvial gradient flow and recharge 

of aquifers further downstream because no surface runoff was recorded. A drop in levels due 

to evaporation was considered negligible because ponds were connected and water loss 

could be replaced by the surrounding reservoir. Water levels were slightly increased by rain 
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obviously falling in the catchment area. A single peak visible in all level data on the 8th Octo-

ber proved to be the response to a quick and intense rain event with about 3.5 mm water.  In 

contrast, levels at Horsearm Creek further upstream illustrated less decline. Subsurface geo-

logical properties are most probably responsible and it seemed that there was a flow barrier 

between the locations downstream and upstream. This would explain the fact that down-

stream levels decreased more than upstream levels in the same time. Rapid level response 

to rainfall indicated that there was high connectivity. 
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Figure 41 shows all water levels (A) and calculated water level gradients (B). 

All recorded surface water levels are summarised in Figure 41 plot A, and the corresponding 

water level gradients were calculated and plotted in B. Andersen (2007) conducted a survey 

measuring water level elevations in all ponds along the creek, and concluded that there must 

be horizontal gradient flow through the creek streambed. Levels in Plot A are consistent with 

this finding. The water level logged in bore GW 967137/1 screened in the alluvium corre-

sponds with the constant spatial drop of levels along the creek confirming that the pools were 

connected to the surrounding groundwater table. Additionally, plot B shows that all gradients 



Discussion 
 

96

downstream the confluence declined during the investigation. Quite differently, the gradient 

between HC and EC increased in the same time. This confirms that there was active water 

flow discharging from this area, and that there must be a flow barrier probably located near 

the confluence. Rainfall seemed slightly increase levels and gradients in October 2007 due 

infiltration of surface runoff causing groundwater recharge. It is obvious that this particular 

part of the catchment area is a highly variable and strongly coupled hydrogeological system. 

 

7.3. Water exchange velocities 

Comparing the temperature time series recorded at the three different locations allowed the 

qualitative interpretation that both, Elfin Crossing and downstream EC definitely lost water to 

the streambed. This was evident because heat was carried into the streambed by vertical 

water movement. Contrarily, the temperature signal at Horsearm Creek in graph D shows 

much faster damping with depth. This is especially obvious considering the fact that the last 

thermistor was only located 0.45 m below the streambed surface compared to 0.6 m at all 

other locations. The clear colour of the water in the pond, the fact that water sampling indi-

cated rapid decrease of dissolved oxygen with depth and chemical observations like the oc-

currence of iron precipitation (Fe2+ oxidation) at the sediment surface, all this supported the 

hypothesis of discharging groundwater (Andersen, 2007). Groundwater outflow and feeding 

into the large pool could also be interpreted from the simple heat balance as mentioned in 

7.1. However, the array could not be installed at the point where outflow was anticipated be-

cause cobbles in the streambed prevented the penetration. It was therefore placed further 

downstream where it obviously received a slightly losing signal. This illustrates the variability 

of streambed exchange flow. 

All values calculated from phase shifts exhibited significant fluctuations in compared to the 

more stable lines obtained from amplitude ratios. It is interesting that abnormalities in veloci-

ties derived from the same solutions but using different thermistor pairs were of similar na-

ture. As a consequence, this must be caused by water flow rather than the instruments. Fur-

thermore, the effect of signal processing using the filter as explained in 4.4.1.2 (page 46) was 

done by Hatch et al. (2006) with the conclusion that errors were negligibly small. However, at 

Horsearm Creek both seepage solutions offered consistently different results for each pair of 

probes. Surprisingly, water velocity results generally showed the same overall trend with 

time. The numerical investigation suggested that diverge of both solutions was caused by an 

additional flow component in the horizontal direction. Hence, heat was carried horizontally as 
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well and additional thermal dispersion resulted in further spread and consequently reduced 

the temperature amplitude and shifted the peak phase. This means that thermal dispersion 

must have been present as a mechanism. Moreover, horizontal groundwater flow could be 

detected using this method but this influence made exact quantification impossible. However, 

it can be concluded that the more divergent the results the higher the velocity ratio thus the 

more significant the horizontal flow component. Contrarily, results downstream Elfin Crossing 

featured an increasing deviation with time. This possibly indicates that horizontal flow in-

creased, again highlighting the variability of the flow regime. Oscillations between each pair 

of solutions and abnormalities were visibly damped with depth. Furthermore, seepage values 

increased with depth as illustrated by the forward modelling results. All these features indi-

cated that there is further need for research and validation of using heat as a tracer under 

distinct circumstances. A laboratory experiment is suggested to improve interpretation of re-

sults, thus enhancing field application. Ideally, the heat equation must be equipped with an 

additional term accounting for horizontal flow and solved accordingly. Unfortunately, this 

goes beyond the framework of this thesis. 

At Elfin Crossing another phenomena required examination: vertical water flow decreased 

but the level gradient increased during the investigation which can be seen in Figure 29 

(page 8). The result was significant temporal change of the evaluated streambed hydraulic 

conductivity. This can be caused by clogging due to sedimentation and filtration of fine 

grained organic matter (Su et al., 2004). Observations at the point of disassembling con-

firmed that the streambed was covered in a layer of organic sludge, which could also be 

found in the corresponding sediment sample used for the determination of the porosity value. 

Furthermore, the turbidity of the water and the observation of animals using this pool for 

drinking and bathing suggested that there was microbiological activity due to high nutrient 

contents. The installation procedure was thought to have caused an additional impact as the 

streambed was penetrated by the steel pipe and impacts to the sediment surface area were 

manually removed. This possibly caused the dispersion of fine grained material previously 

covering the sediment which would result in a change of conductivities. Using only the Darcy 

method to estimate exchange flow would have caused erroneous values because it only 

considers constant hydraulic conductivity values. An additional consideration about this phe-

nomenon is the fact that pressures and temperatures were recorded using different devices 

at different spatial points in the streambed. As a consequence the mathematical combination 

of these values must be interpreted with care because hyporheic flow is usually complex and 

dynamic. For a future improvement of the method application it is suggested to utilise divers 

instead of thermistors only as they record both, water levels and temperatures at the exact 
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same spot. This could offer two independent physical parameters for the evaluation with the 

heat and the Darcy method, thus allowing an improved spatial profile and temporal evalua-

tion of water flow and streambed hydraulic conductivities. 

The increase of velocity with depth at Elfin Crossing (see Table 8 page 74) is noticeable and 

does not make sense from a fluid continuity point of view. The analytical method strictly as-

sumes homogeneous distribution of physical parameters, an assumption which is rarely met 

in field situations. In this case the increase could be caused by a decrease in porosity with 

depth. However, further investigations like inspection of streambed layering and porosity 

depth profiles are necessary to confirm this interpretation. 

 

7.4. Method Limitations 

Both temperature methods were applied to all recorded temperatures and results can be 

compared in the presentation section. The forward modelling method illustrated appropriate 

results which were consistent with the quasi-transient values for the location Elfin Crossing 

and downstream. However, the RMSE features values which are comparable in magnitude 

were noticeably close to the accuracy of the probes. At DEC the best fit for all pairs was only 

found applying the maximum value the dispersion coefficient was restricted to and the quality 

of fit was much worse than at location EC. A comparison with the transient solution offered 

the following possible explanation to this approach: (a) the water velocity changed significant 

enough with time to impact on the quality of fit, (b) there was horizontal flow violating the 

model boundary conditions. Another limitation could be extracted from the problem which oc-

curred at Horsearm Creek. Solutions using probe 4 were not satisfying because they exhibit 

completely different results for the first time period. This was possibly caused by the relative 

temperature accuracy between the two thermistors which were used for calculation, thus the 

fitting process delivered faulty velocity values. Each device featured a measurement accu-

racy of ±0.2 ºC. The absolute accuracy value was advertised by the manufacturer as almost 

invariable in the range of measurements presented in this thesis. Hence, the relative error of 

temperatures recorded by two thermistors can be as high as ±0.4 ºC in the worst case.  As a 

consequence, this offset can disturb velocity vales obtained by the fitting process and it can 

be concluded that forward modelling requires either strong oscillations or relies on precision 

temperature measurement. To avoid this issue in the future, the thermistors must be cali-

brated before they are deployed in the field. 
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Contrary to the forward modelling observations, the transient method offered reasonable val-

ues, despite the fact that results derived from both solutions diverged. In this case, the ther-

mistor accuracy was part of the DC component as part of the general signal offset and was 

simply removed by the filtration process. Therefore, the precision of the velocity results de-

pended on signal processing and on the temperature resolution of the device. It was impor-

tant to recognise that seepage calculations obtained from the transient method reflected an 

average of the flow between peaks. More precisely: velocities represented an average value 

for the time between arrival of the thermal front at two devices in different depths. Conse-

quently, temporal resolution of velocity results was limited by the travel time of heat, which in 

turn depended on the spacing and depth of the installation. 

All results calculated from amplitude ratio and phase shift exhibited variations and differed 

more or less. Several reasons for these observed deviations can be stated 

 a small but consistent velocity deviation between amplitude ratio and phase shift de-

rived results may be due to heterogeneities in the distribution of physical parameters  

 velocity deviations observed between a pair of solutions are probably caused by the 

complex nature of water flow constantly changing in space and time, impacting differ-

ently on the amplitude and phase of the temperature signal 

 larger deviations between solutions as offered by one pair of probes could originate 

from violated boundary conditions like horizontal water flow and heat dispersion. 

Disadvantages of both methods can be characterised in the following way 

 Results offered only a two-dimensional (spatial and temporal) “window” looking into the 

complex nature of water flow and heat transport in porous media, thus interpretations 

were restricted by limited dimensionality. 

 The complex character of “real” field situations could cause unknown violation of 

boundary conditions and therefore distort results obtained by the analytical solutions. 

Field conditions should be verified to backup solutions e.g. by monitoring water levels 

and gradients in order to ensure correct interpretation. 

 Solar radiation as a source of diurnal heat has to be considered as an area source. 

This means that only vertical flow can be reliably quantified, in case of insignificant heat 

dispersion. However, the irreversibility of thermal dispersion can be used to indicate 

horizontal flow. 
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8. Conclusion 

The use of heat as a tracer to quantify the exchange between surface and groundwater was 

examined in theory and practice. Special devices were constructed and installed and periodi-

cally recorded temperatures in distinct depths of the streambed at Maules Creek (Australia). 

Additionally, adjacent surface water and sediment water levels were measured in order to 

provide more information supporting the interpretation of both heat methods. Sediment sam-

ples were taken and the porosity value was evaluated in the laboratory. The values of heat 

capacity and heat conductivity of the sediment solids are usually in a narrow range and were 

therefore extracted from publications. Moreover, discrete-time signal processing and model 

fitting was applied to the raw temperature records. Additional filtering of the temperature data 

revealed clear diurnal temperature variations which could be used to compute a time series 

of water exchange velocities. The combination of all different field results helped to improve 

interpretation of the complex flow processes at Maules Creek. Despite the computational ef-

fort, both heat methods provided reliable velocity results.  

Forward modelling assumes steady state conditions and therefore offers only an average of 

the temporally changing velocity. Required computational effort is reasonable and results are 

more an estimate rather than a description of the flow process. Violation of the boundary 

conditions such as great variability in vertical or additional horizontal flow impairs the fitting 

and thus impacts on the result. The correctness of results is also limited by the accuracy of 

the thermistors which should be calibrated before application. However, sediment depth re-

sponses to arbitrary temperature perturbations in the surface water can be described quite 

accurately without the need for sinusoidal compliance. 

Using temperature fluctuations to quantify fluid propagation involved the application of com-

plex data handling and signal processing. Major advantages were the two independent solu-

tions and the fact that results could produce a proper picture of temporal variability in water 

flux. Horizontal flow components could also be detected but results should be treated with 

care because boundary conditions were stressed in this case. Temporal resolution is limited 

as single values were time-averages depending on a number of factors such as probe spac-

ing, water velocity, oscillation amplitude and physical parameters. The correctness of results 

was independent from the accuracy of thermistors because this could be considered as con-

stant value within the range of recorded temperatures. 

Diurnal water level fluctuations were found in all investigated surface water bodies at Maules 

Creek. They were examined using spectral analysis which helped to explain that atmospheric 
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tides caused these diurnal level oscillations. Atmospheric tides are barometric pressure 

changes caused by a several influences like the gravitational pull of planets as well as gas 

expansion under the influence of solar atmospheric heating. The effect on levels contributed 

to the conclusion that surface water bodies were windows to the groundwater. However, the 

impact on water levels was suspected to cause streambed water flow thus most likely influ-

enced biochemical hyporheic processes. 

Results from Maules Creek suggested that the streambed is directly connected to the 

groundwater. At Elfin Crossing water vertically penetrated through the streambed with a ve-

locity between -0.2 m/d and -0.7 m/d. The loss of water is possibly fed by alluvial flow into the 

same pool from a source upstream. The location downstream Elfin Crossing demonstrated 

the same magnitude of flow but solution magnitudes greatly diverged. Contrarily, the pond at 

Horsearm Creek illustrated different results. Although temperature measurements were 

damped quickly with depth it was still found to be a losing section with velocities between -

0.1 m/d and -0.4 m/d. Same as at location DEC, both solutions deviated considerably. A nu-

merical model illustrated that significant horizontal flow causing additional heat dispersion 

was responsible for this anomaly. The forward modelling method failed to provide a reason-

able result because of stressed boundary conditions and limited accuracy of thermistors. Al-

though surface water flow was not evident during the entire time of investigation there still 

was groundwater flow draining from the permeable alluvial aquifer in the direction of the 

Namoi River. This was indicated by streambed water flow calculated with both heat methods, 

and by the steady decrease of water levels in the pools as well as in the shallow borehole. 

Both, water levels and streambed velocities suggested that there must be a flow boundary 

somewhere near the confluence of Maules and Horsearm Creek. This was concluded be-

cause flow downstream was consistently faster and levels decreased more rapidly than in 

the pool at Horsearm Creek further upstream. The hydrogeological system illustrated rapid 

increase and decline of water levels to rainfall events indicating high connectivity. However, 

temperature results alone only allowed quantification of flow at a particular point. Even the 

comparison of velocity results derived from various locations did not help to capture a larger 

picture of the flow regime. The description of the hydrogeological system on this scale re-

quired monitoring of additional parameters like water levels, which can be interpreted in 

combination with flow velocity. The method using heat as a tracer offered reliable results 

which were much more certain in magnitude than the traditional Darcy estimation. It therefore 

evinced to be a robust tool when used to quantify vertical and detect horizontal water move-

ment thus can improve water balance calculations. 
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10. Appendix 

Data processing with Matlab 

A. Band-pass Filtration of Temperatures 

% excel source file 
sheet = 'HC'; 
% excel source tab 
record = 'HC-filt'; 
% data range 
range1 = 2; 
range2 = 6140; 
% up-sampling factor 
upsample = 5; 
% read all five temperature time series plus time values 
b = transpose(xlsread(excel, sheet, ['B' int2str(range1) ':B' int2str(range2)])); 
c = transpose(xlsread(excel, sheet, ['C' int2str(range1) ':C' int2str(range2)])); 
d = transpose(xlsread(excel, sheet, ['D' int2str(range1) ':D' int2str(range2)])); 
e = transpose(xlsread(excel, sheet, ['E' int2str(range1) ':E' int2str(range2)])); 
f = transpose(xlsread(excel, sheet, ['F' int2str(range1) ':F' int2str(range2)])); 
g = transpose(xlsread(excel, sheet, ['G' int2str(range1) ':G' int2str(range2)])); 
 
% specify filter 
N     = 576;         % Order 
Fc1   = 0.01875;     % First Cutoff Frequency 
Fc2   = 0.02291666;  % Second Cutoff Frequency 
flag  = 'scale';     % Sampling Flag 
Alpha = 0.75;        % Window Parameter 
% Create the window vector for the design algorithm. 
win = tukeywin(N+1, Alpha); 
% Calculate the coefficients using the FIR1 function. 
coe  = fir1(N, [Fc1 Fc2], 'bandpass', win, flag); 
 
% perform zero-phase filtration 
c1 = filtfilt(coe,1,c); 
d1 = filtfilt(coe,1,d); 
e1 = filtfilt(coe,1,e); 
f1 = filtfilt(coe,1,f); 
g1 = filtfilt(coe,1,g); 
 
% up-sample data 
c1 = interp(c1, upsample); 
d1 = interp(d1, upsample); 
e1 = interp(e1, upsample); 
f1 = interp(f1, upsample); 
g1 = interp(g1, upsample); 
i1 = resample(i, 5, 1); 
 
% plot results 
plot(c1, '-r'); 
hold on; 
plot(d1, '-m'); 
plot(e1, '-y'); 
plot(f1, '-b'); 
plot(g1, '-k'); 
plot(i1, ':k'); 
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hold off; 
 
% up-sample time linearly 
time = [0:(15/upsample)*60:length(c)*900-(15/upsample)*60]; 
h1 = interp1([0:900:(length(b)-1)*900], h, time); 
% adjust absolute date values 
dates = [b(1):(b(length(b))-b(1))/(length(c1)-1):b(length(b))] 
 
% write all data to excel file 
xlswrite(excel, [transpose(time) transpose(dates) transpose(c1) transpose(d1) transpose(e1) trans-

pose(f1) transpose(g1) transpose(h1) transpose(i1)], record, 'A2') 
 

B. Extraction of Amplitude Ratio and Phase Shift 

clear; 
% specify excel file 
excel = 'data/HC.xls' 
% specify sheet to read from 
sheet = 'HC'; 
% specify sheet to write to 
record = 'HC-XX'; 
% specify data range 
range1 = 1600; range2 = 29000; 
 
% read absolute dates 
uu = transpose(xlsread(excel, sheet, ['B' int2str(range1) ':B' int2str(range2)])); 
% read absolute time values (seconds) 
xx = transpose(xlsread(excel, sheet, ['A' int2str(range1) ':A' int2str(range2)])); 
% read original seepages (if available) 
ww = transpose(xlsread(excel, sheet, ['H' int2str(range1) ':H' int2str(range2)])); 
% read gradient data (if available) 
gg = transpose(xlsread(excel, sheet, ['I' int2str(range1) ':I' int2str(range2)])); 
 
% read first filtered temperature time series 
yy = transpose(xlsread(excel, sheet, ['F' int2str(range1) ':F' int2str(range2)])); 
% read second filtered sinosoidal temperature series 
zz = transpose(xlsread(excel, sheet, ['G' int2str(range1) ':G' int2str(range2)])); 
 
% set first values of various variables required for looping 
loop = 0; count1 = 0; count2 = 0; w1 = 0; w2 = 0; peak1 = 0; startd = NaN; stopd = NaN; g1 = 0; g2 = 

0; 
Ar1 = NaN; Ar2 = NaN; Ps1 = NaN; Ps2 = NaN; Vavg = NaN; Atime = NaN; Ar1s = NaN; Ar2s = NaN; 

Aratio = NaN; Pshift = NaN; Vavg = NaN; Grd = NaN; 
 
% calculate derivation of starting values 
op1 = (yy(2) - yy(1)) / (xx(2) - xx(1)); 
sdev = op1; 
op2 = (zz(2) - zz(1)) / (xx(2) - xx(1)); 
 
% run through all values in a loop 
for n = 2:length(yy) 
    % compute derivation of first series 
    dev1 = (yy(n) - yy(n-1)) / (xx(n) - xx(n-1)); 
    % sum original seepage values between peaks 
    w1 = w1 + ww(n-1); 
    g1 = g1 + gg(n-1); 
    count1 = count1 + 1; 
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    % if slope of derivation 1 changes to below zero zero -> upper peak 
    if ((op1 > 0) & (dev1 <= 0)) 
        % save values of amplitude and phase time of peak 
        Ar1 = [Ar1 yy(n-1)]; 
        Ar1s(n) = yy(n-1); 
        Ps1 = [Ps1 xx(n-1)]; 
        Atime = [Atime xx(n-1)]; 
        startd = [startd uu(n-1)]; 
        peak1 = 1; 
        w1 = ww(n-1); 
        g1 = gg(n-1); 
        count1 = 1; 
     % if slope of derivation 1 changes to below zero zero -> lower peak 
    elseif ((op1 < 0) & (dev1 >= 0)) 
        % save values of amplitude and phase time of peak 
        Ar1 = [Ar1 yy(n-1)]; 
        Ar1s(n) = yy(n-1); 
        Ps1 = [Ps1 xx(n-1)]; 
        Atime = [Atime xx(n-1)]; 
        startd = [startd uu(n-1)]; 
        peak1 = 1; 
        w2 = ww(n-1); 
        g2 = gg(n-1); 
        count2 = 1; 
     else 
        Ar1s(n) = NaN; 
     end 
     % set to last values 
     op1 = dev1; 
     % compute derivation of second series 
     dev2 = (zz(n) - zz(n-1)) / (xx(n) - xx(n-1)); 
     % sum original seepage value 
     w2 = w2 + ww(n-1); 
     g2 = g2 + gg(n-1); 
     count2 = count2 + 1; 
     % after first peak was detected always enter here 
     if (loop == 1) 
         % if slope of derivation 2 changes to below zero -> upper peak 
         if ((op2 > 0) & (dev2 <= 0)) 
             Ar2 = [Ar2 zz(n-1)]; 
             Ar2s(n) = zz(n-1); 
             Ps2 = [Ps2 xx(n-1)]; 
             stopd = [stopd uu(n-1)]; 
             Vavg = [Vavg (w1/count1)*24*3600]; 
             Grd = [Grd (g1/count1)]; 
         elseif ((op2 < 0) & (dev2 >= 0)) 
             % calculate values for amplitude and phase shift ratio 
             Ar2 = [Ar2 zz(n-1)]; 
             Ar2s(n) = zz(n-1); 
             Ps2 = [Ps2 xx(n-1)]; 
             stopd = [stopd uu(n-1)]; 
             Vavg = [Vavg (w2/count2)*24*3600]; 
             Grd = [Grd (g2/count2)]; 
         else 
             Ar2s(n) = NaN; 
         end 
     else 
        Ar2s(n) = NaN; 
    end 
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    op2 = dev2; 
    if ((sdev/dev2 > 0) && (peak1 > 0)); loop = 1; end; 
end 
 
% plot both time series 
plot(xx, yy, '-b') 
hold on; 
plot(xx, zz, '-r'); 
plot(xx, Ar1s, 'xk'); 
plot(xx, Ar2s, 'xk'); 
hold off; 
 
% shorten data set in case of difference in peak numbers 
if (length(Ar1) > length(Ar2)) 
    Ar1 = Ar1(1:length(Ar2)); 
else 
    Ar2 = Ar2(1:length(Ar1)); 
end 
Ps1 = Ps1(1:length(Aratio)); 
Ps2 = Ps2(1:length(Aratio)); 
 
% compute amplitude ratio values 
Aratio = Ar2 ./ Ar1; 
% compute phase shift values 
Pshift = Ps2 - Ps1; 
% record absolut peak times  
startd = startd(1:length(Aratio)); 
stopd = stopd(1:length(Aratio)); 
Atime = Atime(1:length(Aratio)); 
% compute average original velocities between peaks (if applicable) 
Vavg = Vavg(1:length(Aratio)); 
 
% write data to excel file 
xlswrite(excel, [transpose(startd) transpose(stopd) transpose(Vavg) transpose(Grd) transpose(Aratio) 

transpose(Pshift)], record, 'A2'); 
 

C. Iterate Seepage Values 

clear; 
% specify excel file 
excel = 'data/HC.xls' 
% specify sheet to read from and write to 
sheet = 'HC-XX'; 
% specify range 
range1 = 2; 
range2 = 114; 
% specify probe spacing (m) 
dz = 0.15; 
 
% amplitude ratio values (-) 
Aratio = transpose(xlsread(excel, sheet, ['E' int2str(range1) ':E' int2str(range2)])); 
% read phase shift values (s) 
Pshift = transpose(xlsread(excel, sheet, ['F' int2str(range1) ':F' int2str(range2)])); 
% read original seepage data (if applicable) 
Vavg = transpose(xlsread(excel, sheet, ['C' int2str(range1) ':C' int2str(range2)])); 
% read gradient data (if applicable) 
Grd = transpose(xlsread(excel, sheet, ['D' int2str(range1) ':D' int2str(range2)])); 
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% specify physical parameters 
P = 24*3600; 
por = 0.39; 
beta = 0.015; 
lamf = 0.6; 
lams = 1.8; 
lam = (lamf^por) * (lams^(1-por)); 
rohf = 998; 
cf = 4183; 
rohs = 2650; 
cs = 750; 
rohc = por * rohf * cf + (1 - por) * rohs * cs; 
gammab = rohc / (rohf * cf); 
 
% amplitude ratio function 
func1 = inline('v +(2*(lam/rohc + beta*abs(v*gammab))/dz)*log(Ar) +sqrt((sqrt(v^4+(8*pi*(lam/rohc + 

beta*abs(v*gammab))/P)^2) + v^2)/2)', 'v', 'Ar', 'dz', 'P', 'lam', 'rohc', 'beta', 'gammab'); 
% phase shift function 
func2 = inline('-v +sqrt(sqrt(v^4+(8*pi*(lam/rohc + beta*abs(v*gammab))/P)^2)-2*((Ps*4*pi*(lam/rohc + 

beta*abs(v*gammab)))/(P*dz))^2)', 'v', 'Ps', 'dz', 'P', 'lam', 'rohc', 'beta', 'gammab'); 
 
% loop through all values 
for n = 1:length(Aratio) 
    Ar = Aratio(n); 
    % calculate only if amplitude ratio is valid 
    if (Ar > 0) && (Ar <= 1) 
        % iterate seepage from amplitude ratio 
        v1 = fzero(func1, -0.1, optimset('TolX', 5e-18, 'Display', 'off'), Ar, dz, P, lam, rohc, beta, gammab); 
        v1 = v1 * gammab; 
        % hydraulic conductivity estimation (if applicable) 
        Conductivity1(n) = abs(v1 / Grd(n)); 
        % correct for units m/s -> m/d 
        Velocity1(n) = v1 * 24 * 3600; 
    else  
        Velocity1(n) = NaN; 
    end 
     
    Ps = Pshift(n); 
    % calculate only if phase shift is valid 
    if (Ps > 0) 
        % iterate velocity from phase shift 
        v2 = fzero(func2, -0.1, optimset('TolX', 5e-18, 'Display', 'off'), Ps, dz, P, lam, rohc, beta, gammab); 
        % take only real value in case of odd solution 
        v2 = real(v2) * gammab; 
        % hydraulic conductivity estimation (if applicable) 
        Conductivity2(n) = abs(v2 / Grd(n)); 
        % correct signum for second solution derived from first solution! 
        if (v1 < 0); v2 = -1 * v2; end; 
        % correct for units m/s -> m/d 
        Velocity2(n) = v2 * 24 * 3600; 
    else 
        Velocity2(n) = NaN; 
    end 
    % correct original average seepage values (if applicable) 
    if (Velocity1(n) < 0) Vavg(n) = -1 * Vavg(n); end; 
    % kill values smaller than visible in case of failed iteration 
    if (abs(Velocity2(n)) < 0.001) Velocity2(n) = NaN; end; 
end 
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% plot results 
subplot(3, 1, 1); 
plotyy(Aratio, ':xr', Pshift, ':xb'); 
hold off; 
 
subplot(3, 1, [2 3]); 
splot = plot(Velocity1, ':xr'); grid on; 
hold on; 
splot = plot(Velocity2, ':xb'); 
plot = plot(Vavg, '-k'); 
hold off 
legend('vAr', 'vPs', 'vOrig', 'Location', 'EastOutside') 
 
% write values to excel sheet 
xlswrite(excel, [transpose(Velocity1) transpose(Velocity2) transpose(Conductivity1) trans-

pose(Conductivity2)], sheet, 'G2'); 
xlswrite(excel, [Vavg], sheet, 'C2'); 
 

D. Forward Modelling Function 

% function calculating depth response to surface water temperatures 
function F = temp_forward_model(param, xdata) 
 
% set values for iteration of equations 
% global variable: temperature probe spacing [m] 
global dz; 
por = 0.39; %0.31; %0.34; 
beta = param(2); 
lamf = 0.6; 
lams = 1.8; 
lam =  (lamf^por) * (lams^(1-por)); 
rohf = 998; 
cf = 4183; 
rohs = 2650; 
cs = 750; 
rohc = por * rohf * cf + (1 - por) * rohs * cs; 
gammab = rohc / (rohf * cf); 
 
x = 0; y = 0; ft = 0; t2 = 0; dT2 = 0; 
% surface water temperatures 
x = xdata; 
% global variable: ambient temperature (°C) 
global Tamb; 
% print intermediate output 
fprintf('Tamb: %i, Seepage: %i, Dispersivity: %i \n', Tamb, param(1), param(2)); 
% set sampling time (s) 
timestep = 900; 
% prepare values 
vf = param(1) / (24*3600); 
x2 = [Tamb x]; 
x2 = x2(1:length(x)); 
% compute delta T 
dT = x - x2; 
% compute heat conductivity including dispersion 
ke = lam/rohc + beta*abs(vf * gammab); 
t1 = [0:timestep:length(x)*timestep]; 
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Z = vf / gammab; 
D = ke; 
ft = zeros(1, length(x)); 
% loop through to sum values 
for i = 1:length(x) 
    time = i*timestep; 
    t2 = t1(1:i); 
    dT2 = dT(1:i); 
    t = time - t2; 
    ft(i) = Tamb + sum((dT2 ./ 2) .* (erfc((dz - t * Z) ./ (2 * sqrt(t * D))) + exp((Z*dz)/D) .* erfc((dz + t * Z) 

./ (2 * sqrt(t * D))))); 
end 
F = ft; 
 

E. Multi-parameter Fitting 

clear; 
% specify excel file 
excel = 'data/HC.xls'; 
% specify sheet to read from 
sheet = 'EC'; 
% specify sheet to write 
record = 'EC-F-XX'; 
% specify data range 
range1 = 2; range2 = 2059; 
% global variable: probe spacing (m) 
global dz; 
dz = 0.3; 
% global variable: ambient temperature (m) 
global Tamb; 
Tamb = ydata(1); 
% read upper temperature time series 
xdata = transpose(xlsread(excel, sheet, ['D' int2str(range1) ':D' int2str(range2)])); 
% read lower temperature time series 
ydata = transpose(xlsread(excel, sheet, ['F' int2str(range1) ':F' int2str(range2)])); 
 
% set starting values for fitting [seepage dispersivity] 
start = [0.1 0]; 
% set fitting restrictions 
lowerlimit = [-2 0]; 
upperlimit = [2 0.1*dz]; 
% compute non-linear fitting 
[x, resnorm, residual, exitflag, output] = lsqcurvefit(@temp_forward_model, start, xdata, ydata, lower-

limit, upperlimit, optimset('LevenbergMarquardt', 'on')); 
 
% output computation progress 
disp(output); disp(x); 
% calculate forward model for fitted parameters 
newdata = temp_forward_model(x, xdata); 
% plot data 
plot(xdata); 
hold on; 
plot(ydata); 
hold off; 
% compute seepage result 
seepage = ones(1, length(xdata)) * x(1); 
% compute dispersion coefficient result 
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disp = ones(1, length(xdata)) * x(2); 
% compute mean square error MSE 
msee = ones(1, length(xdata)) * sum((ydata - newdata).^2)/length(ydata); 
% compute root of mean square error RMSE 
rmsee = ones(1, length(xdata)) * sqrt(mse); 
% write results to excel file 
xlswrite(excel, [transpose(xdata) transpose(ydata) transpose(newdata) transpose(disp) trans-

pose(seepage) transpose(-seepage) transpose(rmsee) transpose(msee)], record, 'B2'); 
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Climate Station Data 
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Elfin Crossing Temperatures 
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Downstream Elfin Crossing Temperatures 
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Horsearm Creek Temperatures 
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Horsearm Creek - Water Temperature (0.15 m above streambed)
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Horsearm Creek - Sediment Temperature (depth 0.15 m)
Recorded
Filtered

10

12

14

16

18

20

22

24

Te
m

pe
ra

tu
re

 [°
C

]

-2

-1

0

1

2

R
el

at
iv

e 
Te

m
pe

ra
tu

re
 [°

C
]

Horsearm Creek - Sediment Temperature (depth 0.30 m)
Recorded
Filtered

1/9/07 8/9/07 15/9/07 22/9/07 29/9/07 6/10/07 13/10/07 20/10/07 27/10/07

10

12

14

16

18

20

22

24

Te
m

pe
ra

tu
re

 [°
C

]

-2

-1

0

1

2

R
el

at
iv

e 
Te

m
pe

ra
tu

re
 [°

C
]

Horsearm Creek - Sediment Temperature (depth 0.45 m)
Recorded
Filtered

 



Appendix 
 

118

Filter Specifications 

A. Tukey Window 

Applied to the time domain with the parameters: α = 0.75, 576 Samples 
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B. Magnitude Frequency Response 
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C. Magnitude Phase Response 
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