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ABSTRACT

As the world economy grows, electricity demand grows along with it. In considering the
possible future energy sources, hydropower provides several advantages: it is highly efficient,
can be easily incorporated into multipurpose projects, has a low annual maintainence cost
and a long life span. Although industrialized nations have already exploited most of their
large-scale hydropower potential, there remains much room to construct large hydropower
plants in the developing world. Small hydropower however, still has a place in both. The
largest economic challenge facing a small hydropower project is the high initial investment
cost relative to competing fossile fuel sources. This Thesis provides a new type of prelim-
inary costing methodology which first optimizes preliminary design components of a small
hydropower plant based on a limited set of site-specific data and then uses stochastic sim-
ulation to determine the cost uncertainty of four costing catagories and the resulting net
present value (NPV) of the project.

First, the suitability of using the RETScreen formula-based costing method for four cost
catagories is assessed using a Case Study in Neumiihle, Southern Germany. Next, the NPV
is determined for a 30-year design life and optimized using a continuous Genetic Algorithm.
The final chapter of this work performs stochastic simulations using the Monte Carlo method
comparing the expected prefeasibility cost accuracy against the Case Study results.

It was found that for the Case Study, the initial accuracy of the individual costing equations
had the strongest affect on the outcome of the cost analysis. Additionally, the optimized
design performed better then the original assessment in determining the preliminary values
of design flowrate and operating head.
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1. The Global Energy Game and Small
Hydropower

1.1. The Current State of Affairs

Energy is big money. At only US$ 3 cents per kWh, the worldwide production of hydropower
would yield an annual income of US$ 79.8 billion, a scant 1.8 billion more than the entire
GNP of the Phillippines [Koch| 2002]. Furthermore, the electrification of industrialized
nations using hydropower 120 years ago further enhanced the speed and efficiency of pro-
duction, giving many today a lifestyle unimaginable just some 100 years ago [Burke, [1996].
Through international partnerships such as the Organization for Economic Cooperation and
Development (OECD), the World Bank, and International Monetary Fund (IMF), the global
marketplace enjoys continued economic growth. This seemingly boundless economic prosper-
ity resulting from increasing industrial globalization continues to be enjoyed by the richest
few nations, and is now rapidly spreading to developing countries as well. However, many
developing nations continue their existence under conditions which have seen little change,
and have reaped far fewer benefits from the Industrial Revolution and electrification than
their fully industrialized counterparts. The modern uses of and access to electrical power
are key to both the industrialized nation’s ability to further satisfy increasing demand in
the production of goods, and the developing nation’s capability to increase it’s position in
the globally-competitive economic marketplace. Thus, for developing countries to succeed,
it can be reasonably expected that their rapid economic growth will be accompanied by a
commensurate increase in electricity demand. World wide, the net consumption of electricity
is expected to more than double from its consumption of 14,781 billion kilowatt hours (kWh)
in 2003 to 30,116 billion kWh by 2030 [US DOE, 2006].

Fuel sources to satisfy production demand for such an increase will be put under intense
economic pressure due to increasing extraction and processing costs, expanding global fossil
fuel consumption, and environmental considerations [IEA| 2005]. Key to understanding
the future role of small hydropower in the global electricity market is an assessment of
the effects of an increasing electricity consumption coupled with a decreasing fossil fuel
supply. As an example of anticipated effects due to this coupling, the results of the oil price
shock of October 1973-April 1974 on selected macroeconomics by [Pisarski and DeTerra
[1975] underscored the widely ranging and seemingly unpredictable responses of both civil
society and private concerns alike. This uncertainty should be unsettling. The analysis
of future global market behavior including energy trade and environmental considerations
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is often assessed through the application of neoclassical or contemporary macroeconomic
theory in the form of mathematical model predictions. Although they use hard data for
validation, these models have become increasingly complex, and now include energy tax
implementation and carbon abatement in an attempt to quantify the effects of social and
ecological concerns [Bohringer et al., 2003], |[Bohringer and Rutherford, |2002], [Conrad, 2000],
[Tahvonen) 1995]. History has shown that although such models may give an indication of
the direction of change, the fundamental complexity of modern commerce’s markets results
in systems which simply cannot be accurately predicted with the assumptions required by
macroeconomic models [OECD) 2005]. Policy makers should ask themselves, where were
these models during the Asian market crisis of the 1990s, or in the run-up to the current
international credit crunch? The attempts of the British Conservative Government reforms
based on such models in the 1980s should serve as an example [Curtis| [1992]. With so much
uncertainty in the future of the energy supply and the effects of policy change on the public
at large, only one thing can be firmly assumed - that demand will increase.

The following two sections outline the results of 2 major studies predicting the future of
global energy demand, and provide a picture of the electricity consumption worldwide. The
last section discusses the future role of small hydropower as it relates to these predictions
and lays out the objectives of this Thesis.

1.2. Predicted Trends in Global Energy Demand

Energy demand world wide is predicted to increase sharply into the coming decades [US
DOE, [2006], [IEA, 2005]. Principle reasons for this increase are the expanding economies of
Asia lead by China and India, along with energy policies from most western industrialized
nations which do not substantially plan on reducing overall electricity consumption. This
section compares two long-term estimates for global energy consumption from 2003 to 2030.
Datd[]is taken from the US Energy Information Administration’s 2006 International Energy
Outlook Report (EIA) and from the International Energy Agency’s World Energy Outlook
2005 (WEO).

A well-functioning global economy depends on a mixed and consistent energy supply. Cur-
rent global energy consumption can be broken down by its most common sources; coal,
natural gas, nuclear, oil, and renewables. Although large hydropower can in many cases
be considered as a separate category, for this report it has been included in the renewables
category exclusively. Figure shows the global energy use by fuel type from both reports.
It can be seen that both reports more or less agree in both the past, and in the future. Major
differences arise in the estimation of renewables, and in the future role that coal and natural
gas are going to play. The WEO predicts that the global primary energy demand for their
reference scenario will increase by about half from 2003 to 2030, while in contrast, the ETA
2006 predicts a higher increase of 71% over the same time span. For the WEO 2005, this

1Units of energy are provided in either quadrillion British Thermal Units (1 Btu = 1.055 kJ), or in Watt-
hours (Wh) when referring specifically to electrical energy.
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Figure 1.1.: Comparison of the predicted world marketed energy use by fuel type
Sources: [EA| [2005], [US DOE] [2006]

corresponds to an annual average increase of 1.6%, and the EIA 2006 predicts a 1% annual
rate for OECD member countries and 3% for non-members.

The WEO predicts for their reference scenario that the primary energy demand is to increase
by more than half between 2003 and 2030, reaching 16.3 billion tons of oil equivalent (TOE).
Of this, more than two-thirds is expected to come from developing countries. Fossil fuels
will continue to dominate energy supply. Alone, coal, natural gas and oil are expected
to meet 81% of the primary energy demand by 2030. This is only 1% higher than in
2003. Renewables, grouped as geothermal, solar, wind, tidal and wave energy is expected to
expand at the fastest rate. The share of nuclear power in total primary demand is forcasted
to fall, mostly due to the shutting down of older facilities in North America and in Europe.
Transportation and power-generation are expected to be the largest global consumers of
energy, where transportation consumes the most oil. Although the world resources are
deemed as adequate to meet the requirements of the projected demand, they are predicted
to remain unequally distributed. Almost all of the increase in energy production will occur
in non-OECD countries. This will lead to long-term net energy exports from non-OECD
countries to OECD members. The reference scenario predicts that global energy related
CO, emissions to increase by 52% from 2003 to 2030. Of this, 73% is expected to result
from developing countries. Future energy-sector investment is forcasted as US$ 17 trillion
(2004), half of which will occur in developing countries.
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The EIA forecasts an overall increase in energy consumption from 2003 to 2030 of 71%. Of
this, non-OECD countries will account for more than three fourths. Like the WEQO, the ETA
predicts continued dominance of fossil fuels as the dominant energy source, but predicts a
sharper increase in the use of natural gas and coal resulting from the higher world oil price
path. Interestingly, the EIA predicts that net electricity consumption will double between
2003 and 2030, but that only natural gas and renewable sources will increase their share of
total world electricity generation. Additionally, higher fossil fuel prices are expected to allow
renewable sources to compete more effectively overall. Here too, transportation and industry
are expected to be the largest oil users at 50% and 38%, repectively of the total projected
oil use from 2003 to 2030. Of all the renewables, hydropower is predicted to grow the fastest
at a rate of 2.4% per year, approximately the same as that of coal and natural gas. China is
singled out at the highest potential consumer of energy, and by 2020 it is expected to have
the world’s largest economy by comparison of GDP. The EIA also mentions high and low
growth cases in which the possible 2030 total energy consumption varies by 205 quadrillion
Btu, or around 30% of the reference case 2030 total. Levels of CO, emissions were found to
be equal for OECD and non-OECD members in 2003, and by 2030 non-OECD members are
predicted to produce about 40% more.

Quadrillion Btu

History Projections
. 413
400 - Bl Non-OECD Europe and Eurasia
Hll Central and South America 332
200 Bl Africa
Bl Middle East
Bl Non-OECD Asia
200 - LeEte
150
106
100 A
O -
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Figure 1.2.: Marketed use in non-OECD countries by region for all fuel types
Source: |US DOE [2000]

Not all of the predictions have come true. One major assumption made in in the WEO was
that: "the average price for IEA crude oil imports is assumed to fall back from recent highs
of over US$ 60 a barrel to around US$ 35 in 2010 then climb to US$ 39 in 2030.” Nothing
today, two years later indicates that oil prices will be back around the US$ 35 mark anytime
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soon. Volatility in the Middle East fueled by the conflict in Iraq has in fact fueled a sharp,
prolonged peak, having a strong resemblance to crude prices observed in the run-up to, and
aftermath of the 1980 Iran-Iraq war. Thus neither report should be taken as the future
foretold, rather as the logical conclusion of a series of assumptions, each carrying their own
uncertainties.

1.3. Energy Consumption Worldwide as Electricity

Here the electrical energy consumption is broken down for the top 20 consuming nations,
and both current and predicted future sources are discussed. The possible role of small
hydropower for the future predictions is also presented.
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Figure 1.3.: 2005 total annual electricity consumption - top 20 consumers

Source:

Looking at the top 20 electricity consuming nations world wide, Figure [I.3]shows that the list
is made up of the G8, (accounting for about 14% of the world’s population and roughly two
thirds of the world’s economic output) and other leading and upcoming economic powers.
This is not very surprising. Since most energy, and therefore electricity is consumed by in-
dustry and transportation, this is exactly what one should expect to find. What is interesting
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however, is the comparison between per capita electricity consumption as seen in Figure
and total consumption. The first eight countries, from Iceland to Qatar indicate that those
countries which do not need to import energy allow the consumer to use the most. Iceland
is almost exclusively powered by renewable energy from geothermal and hydro power, and
Norway is 99.95% hydro-powered. The UAE, Canada, Kuwait, and Qatar have considerable
oil and/or natural gas reserves. Canada also has a high percentage of hydropower. Where
then do Finland and Sweden come into play? Although climatic differences between the
Nordic countries and those in the Middle East certainly play a role in the amount of en-
ergy consumed, especially for heating, there is another important reason why these countries
consume so much electrical energy. This is due to the Nord Pool, a semi-regulated energy
market first developed in Norway in 1996. Since 1971 generators were allowed to trade
amongst themselves, setting the spot price for electricity. Today, both supply and demand
sides are traded one day ahead, and a balancing market exists for real-time adjustments,
where generators must adjust according to bids within 15 minutes [Mork, [2001]. What this
indicates is the power of hydro power in the open energy market. Because Norway can throw
a huge amount of hydro into the mix, spot price adjustments allow for a great deal of market
liquidity. This has allowed the Nord Pool to incorporate thermal (Finland plans on building
the world’s largest nuclear plant in the coming years) power sources both financially and
physically easier than many of the other European energy markets. For further reading on
this topic, Mork| [2001] and [Koch| [2002] are highly recommended, and provide more detailed
comparisons of other European markets and the global importance of hydropower.

This relation between consumer choice, price, and energy seems to be promising for hy-
dropower’s future as a global energy source. Indeed, Koch| [2002] predicts that the global
remaining hydropower potential is 5400 TWh/yr, which is roughly twice the currently in-
stalled capacity. In a free market, this energy could not only be used to create a more liquid
and stable energy market, but could also aid in the offset of greenhouse gas production. To
this end it is worth noting that China itself has an expected 16% of the total global poten-
tial. Additionally advantageous is that hydropower is a scalable technology, (can build many
small plants or one large plant all having roughly the same efficiency) and is often coupled
with other water resources projects such as water supply or irrigation. |Egre and Milewski
[2002] also points out an additional benefit of the diversity of hydropower projects: their
ability to generate both base and peak loads. Furthermore, small hydropower is highly de-
centralized, and does not require expensive civil works or electrical equipment [Dragu et al.|
2001]. This bodes well for developing countries where the necessary infrastructure may not
yet be available to easily widen a national grid.

Globally, large hydro (here defined as plants >10MW) makes up about 86% of the total re-
newable energy generated world wide. Small hydro does have the next largest share, at 8.3%
[Dragu et al [2001]. Looking again at the top 20 electricity consumers world wide, Figure
[1.5] shows that the big industrial nations have taken hydro seriously in the past, indicating
that developing nations are also likely follow suit in the future. Additionally, retrofitting
and building newer, smaller hydropower plants offer countries like Germany and Norway
the opportunity to export goods and know-how to developing countries, generating further
economic gain. Furthermore, the increased worldwide demand for renewable and sustainable
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Figure 1.4.: 2005 annual electricity consumption per capita - top 20 consumers

Source:

energy sources can provide a boost to hydropower development in the new millenium. The
final section of this chapter provides a rough idea of just how this might be done.

1.4. Small Hydropower - It’s ” Inconvenient Truth”

The previous sections laid out what many might see as a overwhelming picture of our energy
future, a world with a seemingly endlessly growing energy demand, but with little foresight
into how exactly we are to cope with its effects. Competing market forces, the rapid expan-
sion of Asian economies, a growing world population, the reduction in fossil fuel reserves,
and ecological consequences of energy production all affect a nation’s ability to produce elec-
trical energy. These often conflicting interests need not necessarily be harbingers of doom.
Indeed, the practical aspects of globalization may lead to cooperation and innovation where
energy problems arise. Today’s often-revered, often-reviled world marketplace offers many
opportunities for cooperative investment and the implementation of strategic plans on a scale
formerly unknown. Huge increases in industrial and consumer product efficiency did come
as a result of the Oil Crises in the 1970s. It is therefore to be expected that when industrial-
ized nations, both eastern and western, are faced with shortages in the future, technological
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advances will once again surface to confront these challenges. It is not enough, however to
allow for these assumptions to guide national policy, nor is it reasonable to blindly add more
fossil fuel to the energy mix. Rather, the solution to satisfy future energy demand may be
realized by using a three-pronged approach:

e Increase the diversity of energy sources
e Make good on the promises of technology

e Aggressively target governing institutions, private industry, and the indi-
vidual to reduce needless consumption and encourage the efficient use of

electrical energy

Hardly earth shattering but certainly possible, this approach still begs the question: Where
does small hydropower come into play?

This work argues that the role of small hydropower is not a singular one, but rather touches
each of the three key above mentioned approaches. Using more hydropower will certainly
increase the renewable share of the energy mix, and can help in the reduction of greenhouse
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gases. Although an old technology, advances in materials, electromechanical equipment, and
engineering design tools can further improve the operation of existing plants, and make new
plants more efficient and may even lessen their environmental impact |Avellan) [10-13 June
1997|, [Staubli, [10-13 June 1997]. Communities with operational small hydropower plants
are by nature ”tied into the grid” tighter than those who live far away from a power source.
Effective management of power consumption by the government, local industries, and the
individual may be made easier when it is decentralized to a larger extent. The conclusion,
the "inconvenient truth” of small hydopower is that it loses it’s immediate appeal of being
efficient, relatively environmentally friendly, and local, simply due to economies of scale. In
terms of energy generation and market economics, bigger really is better. The cost per kWh
installed for large hydropower projects is significantly lower, and thus larger projects have,
and for the foreseeable future will continue to, make up the lion’s share of the hydropower
energy produced.

There is, however a possibility to make small hydropower more than just the sum of its
proverbial parts. Recently, the discussion regarding international trading of greenhouse
gases, especially COs has provided a possible redemption for small hydro, at least economi-
cally. If the trade picks up to an extent which can offset the high investment cost and low
economic productivity of a small hydro plant, additional income could be generated by the
carbon trade, and small hydro could be in for a renaissance. This idea may not be so far-
fetched as it seems, especially when one considers that the additional income could then be
at least partially reinvested into other forms of renewable energy, a kind of non-governmental
"renewable subsidy”. Thus, the more renewable energy created with hydro, the more carbon
that could be sold to those industries and governments which needed to make use of it. In
this way, those producers of energy from small hydro would support other renewables, and
increase their role in the energy market, if not as a larger percent of energy produced, then
at least as a more profitable one.

Considerable hurdles would still exist for small hydro, even in the idealized case presented
above. One overriding question would still remain, namely how to assess quickly and ac-
curately the economic performance of a small hydro plant. As previously mentioned, site
variability and low annual profits are the two main hurdles in enticing investment in small
hydro projects. Thus, the initial economic assessment of a project must be able to provide
a fairly accurate picture of future economic performance to attract investors. This requires
a costing methodology in the feasibility stage of the project which is sensitive enough to
allow for local conditions (site conditions, wages, equipment costs, etc.) and which can be
prepared with a minimal amount of effort and detailed information. It is the purpose of this
work to try and sort out if such a method exists, and if it does, to assess its performance.
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The main objectives of this Thesis are:

1. Review small hydropower plant cost estimation methods
2. Perform a cost estimation using a case study

3. Carry out an economic optimization of the preliminary design using a case
study

4. Compare the optimized design with the cost estimation including cost un-
certainty

5. Discuss the differences between the chosen cost estimation approach, the
optimized design, and cost uncertainty

Chapter 2 provides a discussion of small hydropower costing methods. It first distinguishes
between the two major costing approaches; those which are formula-based and those which
make use of computer programs. Preference is given to those methods which are free to
obtain, have been widely used, and for which literature can be found. The RETScreen
method is then chosen from those discussed as the method to be used in this work.

Chapter 3 discusses the chosen case study, the Neumiihle hydropower plant in Wolfegger
Ach, southern Germany (from here on simply referred to as the Case Study). The site
conditions, hydrologic data, and results of the economic analysis for the original design are
presented. The RETScreen approach is then carried out for the Case Study to determine its
performance.

Chapter 4 covers the widest scope of material in this work. First, a brief discussion of
optimization is presented. Following is an explanation of the Genetic Algorithm (GA), and
its application as it relates to the Case Study is discussed. Next, the objective function
is throughly discussed, especially concerning the implementation of the RETScreen costing
method. Finally, the optimization results are presented in the context of the Case Study.

Chapter 5 is the final chapter of this work, and introduces the concept of a uncertainty-
based costing approach. The errors of individual hydropower costing equations are calculated
and the Monte Carlo method is applied for the total initial investment cost determined from
the RETScreen-based optimized costing method. The results of the stochastic simulations
are presented and discussed.



2. Project Assessment and Cost
Determination

The development of a hydropower plant depends ultimately on the decision made by the
investor as to whether or not they choose to provide financing. Therefore, a broad overview
of the economy of the project is necessary at the pre-feasibility stage. Crucial to the decision-
making process is however, an assessment of not only the economic costs and benefits, but
also the sensitivity (the corresponding economic risk and uncertainty). For this reason, a
variety of methods exist to calculate costs and illustrate the risks and uncertainty [Jenssen
et al., [March 2000]. This chapter deals exclusively with the particulars of the costing meth-
ods only, and details of uncertainty analysis can be found in the last chapter of this work.
Furthermore, the costing methods applied in this study are representative of only the initial
planning stages of the design, and are therefore not meant to provide a high level of detailed
design information. Most importantly, the decision of whether or not the project should be
undertaken can be adequately addressed at this stage of planning. Basic design parameters
are used to size individual components of the proposed small hydropower plant, taking into
account some degree of localized conditions. Due to the complexity of small hydropower
design, the considered costing methodologies are limited to simplified mathematical formu-
lations relating parameters such as gross head and design flow rate to the specific investment
costs for several major cost categories (structural costs, electromechanical equipment costs,
etc.) Such simplified equations are found frequently in literature, |Christos, 2002], [Horlacher
and Kaltschmitt], 1994], [Giesecke et al., |1987] but provide cost ranges which may not be
sensitive enough to consider the highly location-specific nature of small hydropower plants
adequately. Therefore, it is of the utmost importance to choose a costing formulation which
is both easy to apply in the preliminary investigation stage, and yet remains flexible enough
to include location-specific conditions. Figure shows that at the pre-feasibility stage, cost
estimation can be assumed to vary by as much as 50%! Additional to the objectives given
in the previous chapter, this work also aims to match or better this cost variance, through
the combined use of optimization and stochastic simulation. The final chapter of this work
will reveal whether or not this was achieved.

Costs of small hydropower projects as previously mentioned, are extremely variable. This
study does not intend to promote a universal range of specific costs applicable for all small
hydropower projects. Rather, the idea is to try to provide a systematic approach including
site-specific factors and to provide an economic sensitivity analysis so that a certain level of
uncertainty can be accounted for. This chapter provides a review of hydropower costing and
assessment, its equations, parameters, and limitations. Based on this review, the RETScreen

17
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Figure 2.1.: Accuracy of small hydro project cost estimates.
Source: |Gordon| [28 September 1989

formula-based costing method was chosen. The Case Study data is then used to test the
RETScreen approach and is presented in the following chapter.

2.1. Small Hydro Assessment Considerations

Most commonly found in literature are costing formulations based on the specific/unit in-
vestment cost, defined as total annual cost of the power plant divided by the useful energy
produced per year [Harvey, |1993]. Although for large hydropower schemes this estimation
method is often appropriate, for small or micro hydropower, even a small change in the
plant or load factor calculations can result in the project being ruled out as completely
economically unfeasible. The sensitivity lies in two major factors: The first is that the op-
erating time of small or micro hydro can vary considerably over the year due to seasonal
changes in flow conditions. The second factor is that the determination of the daily load
behavior for the life of a project often proves to be difficult, especially in developing coun-
tries. This is often due to rapidly changing socioeconomic conditions, as consumers move
from less costly and inconvenient fuel sources (wood, dung) to more expensive, convenient
types of energy (kerosene, electricity from hydropower) [Adelekan and Jerome, 2006]. Ad-
dressing these two factors requires specific in-depth knowledge of both onsite hydrologic and
hydraulic conditions and predicted energy consumption patterns. It is for this reason that
one very important assumption is made in this study - that the hydropower plant in question
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is connected to a central power grid, and therefore the energy demand can be assumed to
be infinite and remains so indefinitely. Another fundamental assumption when using any
costing method is that some basic a priori knowledge exists regarding the onsite conditions.

The following subsections in this chapter provide a summary of the current state of prelim-
inary cost estimation and site assessment methods for small hydropower plants. In general,
the costing and assessment methods used can be divided into two main categories; simple
formula-based, and program-based. The simple formula-based methods are those which are
most commonly found in practice and are presented first since they form the background
for the program-based methods. The program-based methods commonly use a combination
of the simple formulas along with more detailed computational approaches incorporating
database data, GIS, optimization algorithms, etc. in order to develop a more sensitive and
site-specific cost analysis. There are additionally several assessment methods for small hy-
dropower projects which may not directly calculate individual project costs, but can provide
insight into the risk and uncertainty of choosing a particular design alternative. Although a
small hydropower project may be deemed economically viable, it is equally important in the
prefeasibility stage to determine if additional factors (usually environmental and ecological
considerations) render the project infeasible. [Koch| [2002] states that future hydropower sites
can be divided into three rather broad groups:

1. Sites which are economically feasible and have obtained social and environ-
mental acceptance

2. Sites which are not economically feasible, but are socially and environmen-
tally acceptable

3. Sites which are not acceptable based solely on problems stemming from
social and environmental issues

The engineer always hopes of course, that their project falls right into the first category.
Today it is often the case that the chosen project site is at first glance somewhat closer to
the third category, and thus detailed environmental studies and accompanying remediation
measures must be provided. Social acceptance of small hydro projects is also important,
but is out of the scope of this work. Due to the almost certain requirement of some type
of minimum flow or aquatic habitat study, programs including environmental considerations
are also provided in the program-based method summary. For further reading on this topic,
a concise outline of many of the program-based methods described below can also be found
in the IEA Assessment Report by [E. M. Wilson| [April 2000].

2.2. Formula-Based Methods

There has been considerable research in determining the applicable cost ranges for hy-
dropower plants on regional, national, and international levels. The range of costs per



2.2. Formula-Based Methods 20

MW installed varies considerably depending on the size and type of hydropower project
(see Table , but indicates that larger plants achieve lower costs per kW installed, and
fair much better when estimating costs. This simple economic reality proves difficult for

Table 2.1.: Project size distribution, installed capacity and costs in millions of 1987 US$
Source: [Merrow and Shangraw, |1990]

Quantile (N=56) Inst. Capacity (MW) Actual Cost Appraisal Estimate % Diff

1 16 37.3 28.8 23
) 22 61.7 39.3 36
10 40 90.3 63.4 30
25 67 109.7 110.0 0.3
20 200 220.8 212.9 4
75 400 419.3 387.8 8
90 1050 766.4 762.1 2
95 1800 1139.7 1082.3 5
99 2460 1564.2 1425.5 9

supporters of small hydropower, especially today when wind energy is fast becoming the
most economically competitive renewable. In a comprehensive look at a total of 56 World
Bank supported hydropower projects, [Merrow and Shangraw| [1990] examined the possibility
of creating a comprehensive costing methodology depending on region, hydraulic, geologic,
and scheduling conditions to better estimate project costs. In the end, total capital cost
estimations were determined through a use of a series of equations based on the results of
regression models using the parameters MW, H, Q, and more specific details such as the
dam height, if rock was present, etc. A plethora of similar approaches exist, presenting the
designer with a wide variety of formula-based equations from which to choose. Should they
use a formulation for the entire specific investment cost, after Harvey| [1993] or |Horlacher
and Kaltschmitt| [1994] or something more exotic? Though the results of the World Bank
study show that the cost variance in larger projects can be fairly accurately estimated at one
go, this approach tends to provide a highly insensitive estimate, unable to take into account
local considerations and is therefore unsuitable for estimating the specific cost of small hy-
dropower. A more accurate estimating method for small hydro |Jenssen et al., March 2000]
can be obtained by separating the total cost into sub-costs such as equipment, construction,
engineering, etc, and then taken their sum as the total investment cost. This has been done
by (Gulliver and Arndt| [1991], WBW| [1994], |GTZ |1980], and |Gordon and Penman| [1979).

Three equations are shown below to demonstrate the similar functional form used in esti-
mating equipment costs for small hydropower projects. Some results using this approach are
shown in Figure for the equipment cost estimation for projects up to 1.5 MW.
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Equipment cost estimate after GTZ [1980]
C = 48,000(P/H)%% (2.1)

where
C = the cost of machinery (DM 1980)
P = the installed capacity (kW)

H = the available head

For units below 1.5 MW data used from Swedish small hydro plants, |(Gordon and Penman
[1979] estimates the equipment cost as

C = 4,000(P/H"?) (2.2)

where
C = the cost of machinery (DM 1979)
P = the installed capacity (kW)

H = the available head

Gulliver and Arndt| [1991] take a slightly more sophisticated approach by using producer
price index values. These were used to determine the constant factor and the two exponential
values for the following equipment cost equation

C = 16, 100(P"®*/ HO%) (2.3)

where

C = the cost of machinery (US$ July 1987)
P = the installed capacity (kW)

H = the available head

Still, the wide range of the costing formulas seems to allow more to the imagination than
anything else. Indeed, Figure shows min (1 m head) and max (10 m head) equipment
cost ranges for plants up to 10 MW. It can be seen that although the ranges in some places
overlap, there does not generally seem to be a good agreement, and this is only showing
three of the dozen plus available equations. Additionally, the costs of system components,
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Figure 2.2.: Equipment costs vs. installed capacity for 1 to 10 m fallhead designs.
Sources: |GTZ| [1980], Gordon and Penman! [1979], WBW] [1994]

and raw materials change over time (especially the costs of concrete and steel). Thus, the
equations need to be periodically reassessed to determine their validity. A better solution
may be found by including more detailed information into the costing process, as is discussed
in the next section.

2.3. Program-Based Methods

2.3.1. Uniform Criteria of U.S. Hydropower Resource Assessment

This method is known as the Hydropower Evaluation Software (HES)] method, and is a
Windows-based computer model developed at the Idaho National Engineering and Environ-
mental Laboratory (INEEL). HES can be used to measure potential hydropower resources in
the United States applying national uniform measuring criteria. The computational engine
of the software is based on Visual Basic and linked to a Microsoft Access database. HES
software and a user’s manual can be downloaded at no charge from the internet. Each po-
tential project can be assigned environmental attributes used in calculating a development
suitability factor. HES can then be used to create project-based reports based on the suit-

hoth the program and user’s manual can be downloaded from http://hydropower.id.doe.gov/
resourceassessment/software/
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ability factors. The main purpose of the HES software according to [Francfort et al.| [June
2002] is to:

1. Provide the capability to create an environmental attribute database using the Hydro-
electric Power Resources Assessment (HPRA) database as a foundation

2. Assign environmental attribute values (0-1) for each site (fish, geologic, wildlife, etc.)

3. Calculate a development "suitability factor” based on the environmental attribute
values

4. Provide a report capability based on this suitability factor

The US Federal Energy Regulatory Commission (FERC) maintains an up-to-date Hydro-
electric Power Resources Assessment (HPRA) database of nation-wide hydropower potential.
More recently, an online GIS-based system, the ”Virtual Hydropower Prospector”, (VHP)
was created for the nationwide display of new potential hydropower plant locations. Map-
ping capabilities include the display of gross power potential as calculated using the HES
method. Additional features such as cities, roads, power infrastructure, land use, etc. are
also displayed to aid in performing preliminary site assessments.

The HPRA database itself contains information about existing and potential hydropower
plants through the use of descriptive fields such as Plant Name, Plant Type, River Basin,
and Potential Annual Power Production. HES calculates for individual locations a name-
plate rating of the total potential power (it may or may not be the same as the installed
power) and applies suitability factors based upon national or regional-scales. Thus, HES
can be extremely useful when considering selections of alternative small hydropower plants.
However, it must be pointed out that HES can be used for the economic prefeasibility
assessment of specific cases, but only yields data which are meaningful when compared to
data at regional or national scales. Indeed, the work of Hall et al.|[2003] does carry out large-
scale preliminary economic evaluations of 2,155 sites for small hydro in the U.S., but again
with regards to regional and national scales. Since this study only considers the economic
criteria based on the evaluation of a single hydro power plant, the HES method was not
considered suitable.

2.3.2. ASCE Small Scale Hydro Guidelines

The guidelines were prepared as a five volume set by the Hydropower Committee of the
ASCE Energy Division. The first three volumes cover conventional-sized hydropower plants,
(vol 1 - dams and environmental concerns, vol 2 - waterways design, vol 3 - powerhouses and
related equipment)and the fourth is solely focused on planning, design, and construction of
small-scale hydropower. The fifth volume is like the fourth, a comprehensive volume and
covers pump storage and tidal power plants. Although out of print, the books can be found
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for sale on the internet, and each volume can be ordered as hardcover reprints for around 45

EUR.

Focusing mainly on the USGS’s National Water Data Storage and Retrieval System, the
guide outlines how to use available gauge data to create the intensity flow duration curves
(IFD) for a given site. The approach also allows the user to take ungauged reaches into
account by weighting available gauge data based on catchment area, topography, soils, and
rainfall patterns. Additionally, the approach includes power calculations which include tail-
water rating curves using residual and minimum turbined flows [E. M. Wilson, |April 2000].

These guidelines have the advantage that they use a readily-accessible data set and that
their application for power generation analysis is straight forward. The major disadvantages
in application are that the guidelines are not readily available to the public (out of print,
and not for free) and that a cost and risk analysis is not inherent in the approach (the
engineer must resort to his own means). For these reasons, this methodology was considered
unsuitable for further use in this study.

2.3.3. Integrated Method for Power Analysis (IMP) v5.0

One of the more interesting and comprehensive site assessment programs for small hy-
dropower, IMPE] is a Windows-based freeware program to aid in the environmental impact
assessment of small hydropower projects. As mentioned earlier in this chapter, it is often
equally important to be able to consider possible ecological effects at the prefeasibility stage
as well as the economics. Although this work covers only economic considerations, the au-
thor has included a brief review of this software since it is likely the only freely available
software of its kind.

In total, IMP consists of a total of five modules:

1. Atmospheric Model - using an annual rainfall series based on a database (oddly
only until 1976) of nearly 10,000 Canadian weather stations, this module reads in an
calculates the average annual precipitation and 24-hour maximum ten-year rainfall.
Data can also be entered via Excel or as raw .txt data for use in other regions as well.
Additionally, stream flow and temperature can be entered into this module.

2. Flood Frequency Analysis Model - evaluates flood frequency at the the site
through use of catchment, streambed, precipitation, and observed stream flow data
for flood hydrograph routing.

3. Watershed Model - this module includes the parametrization of the watershed in a
database which allows for the calculation of average daily runoff based on precipitation,
temperature, elevation, slope, area, and land use values. A water budget is output

2both the program and user’s manual can be downloaded from http://www.small-hydro.com
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to allow for the calibration and verification of the watershed module with observed
hydrographs and rainfall data.

4. Hydroelectric Power Simulation Model - turbine types with their corresponding
efficiency curves can be chosen, or the user can create their own. Additionally, reser-
voir operation and its influence on the downstream tailwater depth is interpolated,
allowing for a net operational head including tailwater effects to be included. Penstock
parameters (including a loss calculation) and reservoir operation constraints are also
included in the power simulation module. A simple economic optimization routine is
also included to assess the correct sizing of the penstock and turbines with respect to
the spillway operations for optimum installed capacity.

5. Fish Habitat Analysis Model - using stream cross-sectional information and the
discharge rating curve, Manning’s equation is used to determine the mean flow ve-
locity and depth for individual transects. The Weighted Usable area vs. Discharge
and Weighted Usable Area vs. Time relations are used in relation with selected fish
preference data for sub-areas (panels) of a given river cross section. The frequency of
suitable habitat conditions for different life stages of a selected fish species are then
reported by the program. This can then be used to determine which cross sections and
flow rates provide the best conditions for a given hydropower plant design.

IMP as a site assessment tool has the advantage over many of the other program-based
assessment methods in that it is free, has a decent graphic user interface, remains flexible to
user-defined data sets and turbine types, and adds a fish habitat analysis module. The major
drawbacks are that the economic assessment is limited only to annual power production, and
that it is necessary to calibrate and validate a hydrologic model, something most likely not in
the budget of a prefeasibility study. This program is however, highly recommended for later
use when assessing the possible ecologic impacts on fish. Since the program did not include
a more detailed economic assessment capability, it is also not suitable for use in this study,
but may provide useful for the designer confronted with the task of weighing the effects of
economy on ecology.

2.3.4. NRC’s RETScreen Pre-Feasibility Analysis Software

Natural Resources Canada (NRC) was created in 1994 by merging the Canadian Depart-
ments of Energy, Mines and Resources with Forestry Canada. The NRC is one of the largest
scientific departments in Canada, employing around 4,200 people and has an annual budget
of CAN$ 812 million. In order to support the spread and development of sustainable tech-
nologies, the Renewable Energy Technologies Screening Software (RETScreen) was created
by the NRC in order to build the capacity of planners, decision makers, and industry to
implement renewable energy and energy efficiency projects [NRC\ [26 June 2007].

The RETScreen model consists of several modules which evaluate energy production, life-
cycle analysis and greenhouse gas emission reductions for several renewable energy tech-
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nologies (RETSs) (solar, wind, hydro, etc.). Each technology model is comprised of several
standardized Excel spreadsheets coupled together into a single workbook file. The cells in
each of the workbooks are color-coded according to input, output, and their connectivity
to the additional online databases. Additionally, product, weather, and cost databases are
included, but are recommended only for use in Canada. The program used for small hy-
dropower assessment consists of Excel spreadsheets linked to Visual Basic code, and provides
an extremely user-friendly interface. From the websitd’] the user can download free of charge
software, manuals, tutorials, engineering textbooks, and a variety of case studies. Addition-
ally, the programs are available in 21 languages, allowing for simplified international project
application.

The RETscreen International Small Hydro Project model is designed for central-grid, isolated-
grid, and off-grid projects. Seven project worksheets are used in this model; Energy Model,
Hydrology Analysis and Load Calculation, Equipment Data, Cost Analysis, Greenhouse Gas
Analysis, Financial Summary, and Sensitivity and Risk Analysis. Data can be input for both
gauged and ungauged catchment areas, and can also be linked via the internet to a series
of databases, but only for Canadian conditions. This section will only address how the cost
project worksheet is calculated.

The cost project worksheet allow for the consideration of costs based on the initial investment
costs, or from the annual recurring costs. An online product database can be used to obtain
specific supplier information. Two main options exist in selecting the costing method: the
”formula” method, or the ”detailed” method. Since the detailed method requires more input
data than is available for the pre-feasibility stage, the formula-based method was chosen.

The formula costing method takes the most simplified approach: data from a large number
of existing small hydropower installations are aggregated and used to produce functions
which allow for component cost estimation. This costing method is especially useful in the
planning stage since it requires only a minimum amount of information to complete the cost
analysis. Additionally, it is good for site suitability assessment where multiple options may
exist, and decisions can be made based on more general figures. Appendix [A] provides the
full list of costing equations.

Relative costs of construction equipment relative to Canadian costs are entered as a decimal
percentage. Fuel costs, number of turbines, labor costs, equipment manufacture, exchange
rate, and cold climate (more than 180 days per year with frost) effects (higher transport costs,
shortened construction season, etc.) are also included. Because the RETScreen method is
free of charge, easy to use, up-to-date, and has been successfully implemented, it has been
chosen as the costing method for this work. Chapter 3 applies the RETScreen approach to the
chosen Case Study and compares its performance to the highly detailed costing analysis in the
Case Study report. Chapter 4 follows with an in-depth analysis of the costing equations used,
and carries out an optimization based on the RETScreen formula-based costing method.

3the program, user’s manual, and documentation can be downloaded from http://www.retscreen.net
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3. Case Study - Neumiuhle Project

This chapter puts the RETScreen method to the test by comparing the costs from a Case
Study with that of the formula-based costing method. The chosen Case Study is the
Neumiihle Project in Wolfegger Ach, and was the September 2006 Master’s Thesis of Phan
Anh Nguyen, also from the Universitat Stuttgart. This particular project was especially
helpful as the Case Study fulfilled two important conditions; the first being that a highly
detailed economic assessment and design was carried out, and the second being that the
RETScreen costing method was not referenced or used in any way by the previous author,
so no bias on his part can be assumed. These two conditions allow for the pre-feasibility
cost analysis to be compared to a more detailed set of information, such that the suitability
of using the RETScreen method could be more closely evaluated.

This chapter begins with the presentation of the Case Study history and overview of the
project. Next, the underlying assumptions and for project costing using the RETScreen
approach are discussed. The results are then compared to the costs resulting from Nguyen’s
in-depth study of the site.

3.1. Background

In 2005, a feasibility study was carried out for Neumiihle Verwaltung GmbH for the reacti-
vation of a small hydropower plant located on the Wolfegger Ach in southern Germany (see
Figure 3.1)). The original plant had been constructed in the early 1890’s, but was destroyed
in a flood in the 1980s. SJE Ecological Engineering GmbH was given the task to investi-
gate the economic potential and ecological consequences of reactivation. As a part of this
investigation, Nguyen’s Thesis work was incorporated. The major tasks in Nguyen’s work
regarding the reactivation of the Neumiihle plant were:

1. Review the current status of the plant site to determine salvageable structures and
materials

2. Ascertain which legal issues play a key role in the plant operations, such as water rights
and the German Renewable Energy Act (EEG)

3. Provide detailed design options for each of the projects major components, such as
turbines, fish ladder, etc

27
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4. Present an detailed economic analysis detailing the costs for each of the design options

5. Compare potential ecological effects of plant operation under the mandated minimum
instream flow requirements using the fish habitat model CASiMiR

6. Determine the economic viability of the project including additional operational con-
straints when considering the results of the habitat model results

Powerhouse
Weir

Road
River

EmEm Exist. Canal
Pipeline

Figure 3.1.: Conceptual site plan of the Neumiihle Project.

Three detailed design alternatives were presented, and of them the following design was
recommended:

e An Ossberger cross flow turbine to keep investment, installation, and maintenance
costs at a minimum. This option also provides a high efficiency over a wide range of
flow rates.

e Keep a minimum low flow of 400 1/s in the river at all times to provide adequate
habitat conditions for native fish species, and add stones to the river bed to maximize
flow depth while minimizing the ecological damage.

e The 150 m pipeline from the weir to the existing underground canal should be buried
and made from concrete due to steep side banks, which would require extensive exca-
vation to meet minimum bank slope requirements when considering an open channel.
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e An overtoppable rock weir combined with a block stone passage acting as a fish ramp
will increase operating head and provide connectivity for upstream migration.

e In front of the weir structure, a wedge wire screen and bypass channel are to be
constructed in order to prevent fish and to block debris from entering the turbine.

e The existing building located directly above the existing underground canal will be
used as the powerhouse. It most likely will be retrofitted to mitigate noise from the
turbines, as the adjacent building is now a residence.

3.2. Assumptions

In incorporating the information from Nguyen, it must be taken into account that the author
was aware of both the total design costs for each of the alternatives, and the costs of various
intangibles (that is, those things which would normally not be able to be factored in directly
in the pre-feasibility stage without specific, prior knowledge). For this reason, it is important
to demonstrate that the data used was not included in the RETScreen methodology simply to
produce a satisfactory result. This was achieved in two steps: The first step was to categorize
the costs from the Case Study. The second took those categories and assessed as to whether
they fit into one of two criteria, either as ”CS” or ” Assumed” inputs (see Table . CS
inputs were those values taken directly from the Case Study and could be entered into the
RETScreen methodology without any further assumptions, such as the number of turbines,
flow duration curve data, etc. Assumed inputs were those values included in the RETScreen
methodology costing equations but needed to be assumed by the user. The comparison of
CS and Assumed inputs gives the user an indication of where the RETScreen formula-based
costing approach may or may not cover key issues in the pre-feasibility stage. Furthermore,
in this work the clear delineation between input types serves to provide the reader with a
critical view of the effects of the Assumed values which were open to interpretation by the
author. The intent was to make the choice of values for all the used inputs as transparent
as possible.

It is also important to note that two important assumptions regarding the turbine efficiency
curve must be made: that for changing head conditions that the curve remains the same as
the one supplied by Ossberger, and that RETScreen methodology only allows for one curve to
be used over the whole range of Q. According to the efficiency curve supplied by Ossberger,
and previously used in the Case Study, the Ossberger turbine allows for an increase in
efficiency at flows lower then Q4 as the guide vane reduces the effective contact area on the
turbine blades to either 1/3 or 2/3. Since this study uses only the curve for the operational
state in which the whole contact area is used, an additional power loss is introduced into
the costing calculations for flow rates less than 0.5 Q4. Based on the averaged flow duration
curve, these flow conditions are expected to occur during 40% of the total operational time.
However, the total calculated power using the RETScreen approach will underestimate the
power output during this flow range by about 2.6%, and is thus considered acceptable.



3.2. Assumptions

Table 3.1.: Necessary RETScreen costing input parameters, their values, and types

Parameter Value Type
Qua 3 (m?3/s) CS
Residual flow 0.4 (m?/s) CS
H, 4.88 (m) CS
Dam crest length 12 (m) CS
Penstock length 150 (m) CS
Turbine type Cross flow CS
Number of turbines 1 CS
Generator efficiency 95% CS
Discount rate 4.5% CS
Turbine efficiency Same curve CS
Flow duration curve Same curve CS
Cost of energy produced 0.0967 (EUR/kWh) CS
Annual maintenance cost 1.5% of Investment Cost CS
Project life 30 (yr) CS
Maximum hydraulic losses 5% of H, Assumed
Intake & misc. losses 1% of H, Assumed
Transformer losses 1% of H, Assumed
Allowable Penstock losses 1% of H, Assumed
Rock at dam site yes Assumed
Access road required No Assumed
Exchange rate 0.72 (EUR/CAD) Assumed
Distance to borrow pits 0 (km) Assumed
Transmission line length 0 (km) Assumed
Transmission line voltage 25 (kV) Assumed

Penstock adjustment factor 0.3 Assumed
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Furthermore, it will be shown later that the power calculation performed by RETScreen is
not far off that of Nguyen.

Table lays out all of the required input parameters to carry out the costing analysis. As
mentioned previously, all of the CS inputs come without modification directly from Nguyen’s
Thesis work. As to the Assumed inputs, a few comments should be made regarding the
values, and are presented in the order they are found in the table:

e Hydraulic/Intake/Transformer/Penstock Losses - The losses cannot be taken
directly input from the Case Study because they are needed in the equation system
of the program to calculate the energy production for a the given flow duration curve.
The values chosen are assumed to be reasonable, if not a little conservative.

e Rock at dam site - It was assumed that there would be rock at the dam site since
the work will be in a river bed area.

e Access road required - There is a road running parallel to the length of the proposed
project site which precludes the construction of an access road.

e Exchange rate - The exchange rate was chosen based on the time that the report
was written, and more detail about the chosen rate can be found in the next chapter.

e Distance to borrow pits - Since a cut and fill trenching method was proposed, it
was also assumed that there would be no use for a borrow pit.

e Transmission line length/voltage - The powerhouse is situated next to an exist-
ing residence with presumed access to the grid, thus no transmission line would be
necessary. This assumption depends on the electromechanical equipment’s ability to
produce AC with the correct voltage.

e Penstock adjustment factor - An adjustment factor for using the penstock for
concrete pipe is required. This is because the RETScreen costing equation for the
penstock assumes a pressure pipeline, and calculates the cost based on steel. Thus, an
adjustment factor of 0.3 was applied to reflect the difference in cost/length. The value
of 0.3 was determined from data taken from Nguyen’s detailed economic calculations
comparing the costs of equivalent steel and concrete pipelines.

3.3. Running the RETScreen Small Hydropower Module

The values obtained from the RETScreen economic analysis are to a great extent the end
product of the energy calculations. Thus it is important to briefly discuss how the annual
energy production calculations are carried out. Figure shows the six steps required for
central grid, and seven steps for isolated grid delivered energy calculations. As previously
mentioned, this work only considers central grid projects and so will neglect the use of
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project-specific load duration curves. This section concisely covers some important aspects
of the following relations: the flow duration curves, turbine efficiency curves, calculation of
power duration curves, and the resulting annual energy production.

Flow-duration Load-duration
curve curve
Input

the turbine
efficiency curve

Calculation of

the plant
capacity
Calculation
of power
duration curve

Calculation of

energy production

Calculation of Calculation of

delivered energy Delivered energy

(central grid) (isolated grid)

Figure 3.2.: RETScreen energy calculation flowchart

3.3.1. Flow Duration Curves

Upon receiving the contract to carry out a pre-feasibility study for a small hydro plant, the
engineer is confronted with an exasperating number of variables and assumptions. One of
the most important decisions is that of choosing a design flow rate which will on the one hand
provide a stable, long-term source of electrical energy, and on the other allow hydropower
operations which do not substantially conflict with a site’s ecologic and sociologic consid-
erations. One tool which the engineer has at their disposal and which aids in determining
the design flow is the flow duration curve (FDC). Essentially, the FDC is simply a depiction
of relevant flow statistics for the site in question. This subsection quickly discusses what
exactly the FDC is, what it is good for, and how they are generated.

Choosing the design flow rate is tricky business. Firstly, the project cannot simply use all of
the water available in the river, some minimum, residual flow must present to maintain the
site’s ecological integrity. Additionally, irrigation, cooling, seepage and other abstractions
from the total flow rob the engineer of their precious Q. If the turbine is oversized, the
operating efficiency will suffer, and if the turbine is undersized, the economic benefits will be
squandered. For these reasons, the FDC was created to allow the engineer to combine annual
flow statistics into an easy-to-understand graphic, and to provide a powerful analytical ”what
if” tool to determine the economic efficacy of a given Q.
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Figure shows the 2001 daily flow series for the Neumiihle site. It can be seen that the
discharge at the site varies considerably, having markedly different high (Case 1) and low
(Case 2) flow periods throughout the year. When obtaining the annual flow data, two things
are especially important: First, that the total data set covers a long time span (ie. the daily
values in Figure are taken for a number of years to obtain average daily values). For the
Case Study, Nguyen used a total of 66 years of daily data to compile the FDC used. The
second important consideration is that if no data is directly available (more often the case
than not), the engineer should look for locations as close to the site as possible which do
have reasonable data, and study the data carefully before changing it in any way to fit the
given site. Nguyen did not have data for the exact cite location, and used a correction factor
to convert the discharge reading from a nearby station to values suitable for the Case Study
site. [Harvey| [1993] also points out that the use of annual or monthly averages should not
be used in determining the flow duration curve when considering daily energy production.
Furthermore, datasets based on daily values aid greatly in calculating the average daily flow
(ADF) for seasons in which a part of the flow will be used by other uses, such as irrigation.
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Figure 3.3.: 2001 daily flow data at the Neumiihle Site
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After the discharge data has been obtained, a few intermediate steps need to be taken in
order to transform the daily average dataset into the FDC. First off, the daily values need
to be ranked, from 1 having the highest flow rate, to 365 having the lowest. After this
has been done, the following formula can be applied to transform the ranked dataset into

probabilities:
P =100[M/(n+1)] (3.1)
where

P = the probability of a given flow being equalled or exceeded (% of time )

M = the ranking of a given flow rate (-)

n = the total number or records, for one year 365 (-)

I ow Duration Curve m— Residual Flow ® @ o o Ayaijlable Flow

Flow (m3/sec)

0 10 20 30 40 50 60 70 80 90 100
Percent of time flow equalled or exceeded (%)

Figure 3.4.: Flow duration curve with low flow requirement (400 1/s) at the Neumiihle Site

Graphing the relation of P vs. Q, the engineer now has the FDC. Some important features
according to Harvey| [1993] and Klingeman| [19 August 2007] of the FDC are as follows:

e The area under the curve represents the annual ADV, and the median daily flow is
given by the 50% value.

e Case 1 on Figures[3.3]and [3.4] corresponds to the FDC’s response to the high discharges
from the original dataset.
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e [f Case 1 is steep, the FDC indicates a basin with rocky and shallow soil, low vegetation,
a steep bed slope, and irregular rainfall patterns (ie. frequent storms with long dry
periods).

e Case 2 on Figures [3.3] and [3.4] reflects the influence of low discharges on the FDC.

e As the low flow region, Case 2 gives a good indication of what kind of flows the engineer
should have to consider during dryer periods, especially if irrigation abstractions may
be present.

e In general, if the FDC as a whole is relatively flat, than this indicates a basin having
deep soils, heavy vegetation, gently sloping streams, and relatively even annual rainfall
patterns.

e [f abstractions due to residual flow, irrigation, etc. are already known or can be esti-
mated, they should be subtracted out (resulting in the available flow) before carrying
out any energy calculations. Figure [3.4] shows the FDC including a constant residual
flow requirement.

After determining the FDC, the engineer now has the ability to determine the frequency
of occurance of a given flow rate, including abstractions from other uses and residual flow
requirements. This is certainly a step in the right direction, but one last step must be
carried out: the calculation of the power duration curve. The following subsection gives a
short introduction on the subject, referencing the Case Study as an example.

3.3.2. The Power Duration Curve and Annual Energy Production
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Figure 3.5.: Turbine efficiency curves for typical small hydro turbine types
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Calculation of the power duration curve (PDC) is based on two sets of data; the FDC, and the
turbine efficiency curve. Figure[3.5/shows typical turbine efficiency curves for various turbine
types. The efficiency can be seen to drop radically (Case 2) when the turbined discharge is far
below that of the design discharge, and for most turbine types remains almost constant for
higher discharges (Case 1). To include the turbine efficiency curve, RETScreen allows both
the use of standardized curves, and user-defined curves. The actual power, P corresponding
to a given flow rate Q, and gross head H,, is calculated in RETScreen (input variable values
are found in Table using Equation . Figure provides a graphic representation of
the losses, where H, e is the head available for energy production.

P = ng [Hg - (hhyd - htail)] ntng<1 - ltrans)(l - lpara) (32)

where

p = density of water (1000 kg/m?)

g = gravitational constant (9.81 m/s?)

H, = gross head (m)

hpyq = hydraulic losses (m)

hyey = losses (m), due to the tailwater level rise, assumed negligible

n; = turbine efficiency (-), taken from manufacturer’s data for a given Q

ny = generator efficiency (-)

lirans = transformer losses, (fraction of H)

lpara = parasitic energy losses before reaching grid (fraction of Hy), assumed negligible

The resulting power equation allows for the simultaneous plotting of flow and power vs.
the exceedance as shown in Figure [3.7] Differences between high flow (Case 1) and low
flow periods (Case 2) are compounded with the loss in efficiency resulting in a substantial
reduction of energy output. This underscores both the importance and the sensitivity of
choosing the correct QQ even at the pre-feasibility stage.

Total annual energy production can now easily be calculated as it is the area under the
power curve. RETScreen calculates this in annual increments of 5 %, or 18.25 days. Nguyen’s
calculation of the annual energy production is however, slightly different. The author believes
that the main causes of the difference are due to how the area under the power curve was
calculated, and that Nguyen used highly-detailed methods of calculating hydraulic losses.
Table gives the results of both Nguyen’s energy calculation, and that of RETScreen. It
can be seen that RETScreen gives a resonable estimation of annual energy production, even
including the assumptions used in implementing Equation |3.2]
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Figure 3.6.: Head losses as applied in Equation - not to scale
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Figure 3.7.: Power and flow duration curve for the Case Study for Q = 4 m?/s
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3.4. Cost Estimation Comparison RETScreen vs. Reality

This section provides the results of the costing analysis based on the assumptions and input
parameter values from the Case Study. The overall outcome of the RETScreen approach
shows that the costing methodology worked fairly well - up to a point. Table provides the
most important results of both the energy calculations, and the cost comparison analysis.

Table 3.2.: Comparison of cost and financial analysis - Nguyen and RETScreen

Nguyen RETScreen % Diff

Plant Capacity (kW) 105 103 2
Plant Capacity Factor 0.52 0.51 2
Annual Energy Production (MWh) 489 458 6
Annual Energy Income (EUR) 47,280 44,253 6
Total Investment Cost (EUR) 358,687 571,176 59
Annual Maint. Cost (EUR) 9,380 8,568 99
Pay-off Period (yr) 11 16.6 51
Benefit-Cost Ratio 1.9 0.97 49
30-yr Net Present Value (EUR) 323,805  -19,236 106
Specific Cost (EUR/kWh) 0.0584 0.0993 70

First, it can be noted that the energy and income calculations are represented very closely,
at only differences of 2-6%. This is due to slight differences in how the calculations were
made, such as the 18.25 day discretization of the FDC in RETScreen vs. the daily energy
calculations made in the WASKRA program used by Nguyen. The difference in plant ca-
pacity is due to the RETScreen model’s use of a static, gross operating head Hy of 4.88 m
which is converted to Hysue through the efficiency calculations, whereas Nguyen included
more realistic conditions, using a dynamic range of operating heads (4.07-5.07 m).

RETScreen seems to fall flat on its much-heeded ability to accurately calculate the invest-
ment costs, off by 59%. Key to remember here is Figure 2.1 in which Gordon lays out
the worst-case cost estimates at 50% from the actual costs. Errors in the investment cost
are propogated over a 30-year period, resulting in even more extreme estimations of the
NPV. Thus, a closer look was needed to see if the formula-based costing system failed sys-
tematically, or if there were certain cost catagories which faired better than others. The
following table provides an overview of the costs estimated by catagory for both Nguyen
and RETScreen. It is important to note that Nguyen’s cost estimate included several things
not in the RETScreen estimation, such as a fish pass, trash rack, and cleaning machine.
Additionally, Table presents the cost catagories as they are defined by RETScreen and
thus there are some catagories for which no comprable costs could be taken from Nguyen.
In any case, the comparison gives a clear overview of the strengths and weaknesses of using
the formula-based method. It can clearly be seen that the costs of energy equipment worked
out quite well, but that the engineering and design, and penstock costs were grossly overes-
timated. The estimation of the civil works costs are close to what is expected, around 50%.
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Table 3.3.: Comparison of total investment cost categories (EUR) - Nguyen and RETScreen
Nguyen RETScreen % Diff

Energy Equipment 150,000 172,800 15
Engineering and Design 22,310 66,240 197
Substation and Transformer - 2,160 -

Penstock 19,500 73,656 277
Civil Works 166,877 256,320 o4

The main problem with this cost estimation is that the RETScreen formula system does not
include the option to choose a concrete penstock (more of a diversion pipe in our case, since
there is very low pressure). The costing formulation also includes the possibility of including
a canal (instead of the penstock) in the costing equations, requiring the following additional
inputs:

Canal Required = Yes
Length in impervious soil = 150 m
Terrain side slope in soil (average) = 45°

The resulting economic calculations were significantly improved, indicating that the concrete
pipe penstock could be better considered as a canal then as a steel penstock using a correction
factor, as had been done previously.

Table 3.4.: Results using a canal instead of a penstock (EUR) - Nguyen and RETScreen
Nguyen RETScreen % Diff

Total investment cost (EUR) 358,687 450,720 59
Annual maint. cost (EUR) 5,380 6,761 26
Pay-off period (yr) 11 12.3 12
Benefit-cost ratio 1.9 1.3 32
30-yr Net Present Value (EUR) 323,805 136,839 58
Specific cost (EUR/kWh) 0.0584 0.0783 34
Energy Equipment 150,000 172,800 15
Engineering and Design 22,310 66,240 197
Substation and Transformer - 2,160 -

Canal 19,500 14,400 26
Civil Works 166,877 195,120 17

Based on the results of the Case Study, it follows that the RETScreen method can be applied
to estimate the total intial investment cost within reasonable means, however the costing
equations themselves showed considerable variance. The the following remarks illustrate the
results of the Case Study comparison:
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Annual energy production was well-represented.
Energy equipment costs were reproduced better than expected.
Engineering and design costs were grossly overestimated.

Substation and transformer costs were not able to be directly compared, but were
minimal when compared to the total initial cost.

Penstock costs were not able to be accurately represented through use of a constant
(reflecting on the difference in material costs between concrete and steel), but estimates
by RETScreen considering the concrete penstock as a canal were more representative.

Civil works costs are linked to a large part the costs of the penstock. Thus they
were overestimated when considering the penstock, and within a reasonable range when
considering the canal.

Although the RETScreen model provided significantly better results after changing the cost-
ing criteria from "penstock” to ”canal”, this change would have been impossible to make
without the use of Nguyen’s prior work. Thus, the work carried out in the following chapter
cannot use this change, although it may prove to be useful when considering the stochastic
simulations in the final chapter of this work. The following chapter addresses the RETScreen
model’s performance when including design parameter optimization. Additionally, Table 3.3
shows the considerable variance in the performance of the individual costing categories, in-
dicating that the corresponding uncertainties of the cost categories vary as well. The final
chapter in this work explores the idea of including ranges of cost uncertainty into a stochastic
simulation of costs.



4. Cost Optimization Using the Genetic
Algorithm

In order to test the performance of the RETScreen method further, the costing method was
optimized for the Case Study site. The purpose of applying optimization was to obtain
RETScreen’s "best” possible solution in terms of the design variables Q4 and Hy and the
initial investment cost, and compare them to Nguyen’s Thesis. This chapter first discusses
the basics of optimization, and then provides the background on how the Genetic Algorithm
can be applied to the Case Study conditions. Optimization is carried out by rewriting the
RETScreen small hydropower equations in terms of gross head, Hq and design discharge, Qq.
The net present value (NPV) is used as the objective function and includes maintenance costs
and the income generated from energy production. Finally, the NPV is optimized in Matlab
using the continuous Genetic Algorithm after [ Haupt and Haupt| [2004]. The optimized design
was then compared to the design recommended in the Case Study.

4.1. Optimization Basics

Optimization seeks to procure the best results under a given set of circumstances [Rao,
1996]. That there can even be a "best” solution implies that there are a multitude of possible
solutions, that each is not of equal value, and that there exists a method of comparing each
solution’s value relative to the others [Haupt and Haupt, 2004]. Thus optimization can be
related to physical experimentation, mathematical formulations, and to wholly subjective
circumstances, such as a beer-tasting contest! In the context of this study, optimization is
more strictly defined as the search for the best outcome of a mathematical function, the
objective function (described in detail in Section [4.4)).

Equation for constrained optimization after [Sundaram [1996] can be read as ” minimize
the function f(x), subject to all values in the set D”.

min{f(z)|z € D} (4.1)

Figure provides a graphic of the same idea, showing small hydropower equipment costs
over a range of possible design flow rates Qq, and operating heads H,. For example, a
function f(Qq , Hy) provides the estimated equipment cost, and the aim is to find the absolute

41
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minimum value, the global optimum of f(Qq , Hy). The goal in this work is to find the best
state, (a particular combination of Qq and H,) for all candidate states (those within the
possible ranges) also called the search space, D. Thus, the problem can be boiled down to
assessing a large number of possible combinations of Qg and H, which result in the search
space’s global optimum.

If D contains many peaks and valleys (local optima), and if the ranges of variable values (ie.
Qa and H,) cannot be well estimated to begin with, then the search for the global optimum
becomes much more challenging. Luckily, in this work the constraints are handily provided
by nature for Qg4 max and Hg max since for the Case Study it is unreasonable to consider a Qq
of 10,000 m?®/s or a H, of 50 m. In this study, interest lies in the global optimization of a
search space D specifically confined by ranges of Qq of 0-14 m?®/s and H, of 0-5 m.
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Figure 4.1.: Equipment cost estimations (EUR) varying Qq and Hg

If one is lucky enough to have a objective function which can be fully described by a math-
ematical formula for which the first derivative can be determined, then solving this for zero
will directly yield all of the optima for a given data set. The optima only need to be sorted
in order to yield the global optima (the highest and lowest points in the search space). It
can be easily understood that taking the derivative and solving for zero is often difficult,
and in many cases impossible for problems which one would nevertheless like to optimize.
Indeed, for this study it is extremely difficult to mathematically include the direct influences
of the turbine efficiency curve without including logical operations necessary to look up n for
a given Q/Qq, and to calculate energy output using a continuous function which accurately
represents the FDC. In order to optimize such a system, the use of metaheuristics can be of
great help.
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4.2. Choosing the Right Metaheuristic

A metaheuristic is a method used to solve a computational problem using often informal
means, such as first guessing the answer of a simplified version of the problem, and then
iterating toward a solution. They are often used for mathematical problems for which cal-
culating the derivatives is difficult or impossible, and for complex optimization problems.
Metaheuristic algorithms try to get around the complexity of the mathematics by using
constructive or iterative computational approaches based on an often simplified form of the
original problem. Indeed, there is often no way to conclusively prove that a metaheuristic’s
solution is in fact the correct one. For combinatorial problems, the metaheuristic would have
to include every state of a given search space, and thus would not be any faster than an
exhaustive search. In order to get at an answer, the user must accept and be comfortable
with the fact that the metaheuristic may deliver a sub-optimal result, possibly with a re-
duction of precision or accuracy due to any simplifications introduced. Furthermore, there
is a vast array of algorithmic concepts which can be used and are applicable to a wide set
of different problems [Dorigo and Stiutzle, [2004]. These include such methods as simulated
annealing, tabu search, evolutionary computation, and ant colony optimization. Two things
have lead the author to choose the Genetic Algorithm (GA): The first is that some work
has already been done as Christos [2002], Hreinsson and Eliasson| [May 19-23 2002], and
Eliasson et al. [1999] have used the GA to optimize individual design components for hy-
dropower projects, including their costs. Second, with respect to choosing one metaheuristic
over another Wolpert and Macready| [1997] have shown that in general, it can be expected
that the average performance of any pair of algorithms is identical. Thus the choice of GA-
based optimization was based on what previous similar works had used, even if in the end,
it makes no real difference.
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Figure 4.2.: Six categories of optimization algorithms after Haupt and Haupt| [2004]

As seen in Figure [4.2] there are a wide variety of considerations which must be taken into
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account when choosing an metaheuristic. In the case of this paper, a non-linear system of
equations depending on the variables gross head, H, and design discharge, Qg4 were used
to describe individual component costs of the hydropower plant. Since the FDC takes
into account the dynamics of a changing flow rate over an annual cycle, the calculation
method is considered to be static. Furthermore, constraints are placed on the possible
range of variables, so that impossible combinations of head and flow rate are not used in
the optimization routine. A continuous range of values (not quantized) for each of the two
variables is allowed. Lastly, the NPV is used as the objective function, evaluated for its
minimum value over the given search space. According to Figure 4.2 this would mean the
optimization routine under consideration needs to be a function-based, multi-variate, static,
continuous, constrained, minimum seeking algorithm. The GA can be applied fulfilling all
of these requirements, and in the following section, the GA process is presented and its
implementation relating to small hydro cost optimization is discussed.

4.3. The Genetic Algorithm

Genetic algorithms draw their inspiration from the biological processes of evolution and
natural selection. Through natural selection, organisms are able to adapt to changes in their
environment by optimizing their chances of survival. This is done through the exchange
of genetic material during breeding, where those with the most ”fit” genes are more likely
to survive, and thus pass on their particular traits to the next generation. This section
concerns itself with the computational implementation of the GA concept, using engineering
cost optimization as an example. The algorithm itself consists of a series of basic steps,
illustrated in Figure First, a population of n individuals is coded with a collection of
genes, or chromosomes. In our case, the values of Qg4 and H, are randomly assigned for
the initial population. Next, each individual is tested for fitness by evaluating their genetic
combination in the objective function. The population is then sorted by performance and a
fixed percentage (this is variable) are chosen for mating. Mating is carried out by swapping
(called crossover) one gene of an individual with that of another to create a new member of
the population. After mating, a fixed percentage of the the new parent and child generation
is then mutated. Finally, the mated and mutated population is once again assessed for
fitness, and the process begins anew. In this work, the population size remains constant
throughout, meaning that the worst-performing states are removed to make room for better-
performing offspring. In order to better understand this process, the following subsections
provide an example of equipment cost optimization using the GA.

4.3.1. The Objective Function

The first step in optimization is determining the objective function. As an example, a
simplified version of the RETScreen equation for the small hydro engineering investment
cost, leng is applied where the objective is to find the minimum cost over the search space D
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e @ Each individual of n population size is randomly
H assigned 2 genes. One codes the value for H;, the

other for Q.

according to the objective function. A ranking of

f()() The current population is evaluated for fitness
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Figure 4.3.: GA process concept used for optimization

within the user-defined variable constraints of Qq and H,.

Loy = 19,984Q% % H57 (4.2)

Qq = design flow rate (5-10 m?/s)
H, = gross head (5-10 m)

Due to the mathematical formulation used to represent the engineering costs the optimum
minimal state is already known, since the minimum allowable values for the ranges of Qq and
H, [5, 5] will return the lowest overall cost. Still, this example can serve to show how the
process is carried out, and which factors affects its performance. The next step involves the
practitioner choosing the parameters to be used in carrying out the GA optimization. Table
lists the input parameters needed to run the GA, and their values used in this example.
Appendix |B| provides further analysis of the individual parameters and their effects on the
optimization for the engineering cost example. Note that the variable range is set to 5-10
for both parameters, in order to keep the example as simple as possible.
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Table 4.1.: Optimization of engineering investment costs using the GA

GA Input Parameter Eng. Cost Example Value
Objective Function Equation H

No. of Variables 2

Variable Limits 5-10

Maximum No. of Iterations, G 10

Population Size, P 10

Mutation Ratio, M 0.2

Selection Ratio, S 0.5

4.3.2. Generating the Initial Population

The first step the algorithm takes is to generate a random selection of Qq and H, providing
the first 10 states to be evaluated for their fitness where states resulting in the lowest costs
after Equation [4.2] are deemed the most "fit”. Table [4.2] provides the GA parameters used

in the example.

Table 4.2.: Example initial population of 10 random states (chromosomes) and their costs

Qq H,  Cost (EUR x10°)

7.4828 8.6356 1.3384
9.4988 6.5465 1.3711
9.1081 9.1925 1.5239
8.2246 7.8404 1.3580
9.0899 6.8521 1.3622
8.3011 8.5137 1.4080
6.7099 7.7329 1.2103
6.4486 7.2244 1.1546
6.7060 8.4728 1.2525
7.6704 8.1066 1.3244

4.3.3. Selection and Mating

The next step in the GA process is to select the top 5 performing states (the selection ratio
was set to 0.5), weight them according to performance, and create pairs. This process is called
weighted random pairing where each state is assigned a probability inversely proportional to
their evaluated cost. Thus, the state providing the lowest cost has the highest probability
of mating. Sets of two random numbers between 0 and 1 are generated N.¢e times, where

Nmate = P(l - S)/z (43)
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and the probability P,, of a given rank, n is

(3]

and are used to determine which states are selected for mating. Note that the value of Ny,ate
must be rounded to the nearest integer, and may result in adding one additional state to
some initial population values. Additionally, it is possible that a state is chosen to mate
with itself. Both of these issues can be addressed and are dealt with later in the discussion
on mating. Beginning at the top of the ranked list (see Table [4.3), the first state with a
cumulative probability greater than the random number is selected for the mating pool. For
example, if the first two random numbers chosen are random;=0.45, and randomy=0.86,
then the states corresponding to ranks 2 and 4 are chosen to mate. Thus their Qg and Hg
values would not only survive into the next round, but would also be used to create new
states to replace the 5 removed. Next, another set of random numbers are assigned resulting
in the second pair of states which are to be mated.

Table 4.3.: Rank Weighting - the top 5 performing states
Rank  Qq H, Cost (EUR x10°) P, > " P;

1 6.4486 7.2244 1.1546 0.33 0.33
2 6.7099 7.7329 1.2103 0.27 0.60
3 6.7060 8.4728 1.2525 0.20 0.80
4 7.6704 8.1066 1.3244 0.13 0.93
5 7.4828 8.6356 1.3384 0.07 1.00

Mating is carried out Nyt times (in this case 3), where each pairing results in two offspring.
This means that for an initial population of 10 with 0.5 as the replacement ratio, all successive
populations will actually have 11 members, and each successive iteration will randomly
choose 5 parent states to mate. The creation of offspring from two parent states can be
carried out in a huge variety of ways. For more information on this topic, the reader is
referred to|Gen and Chen! [1997]. A blended crossover mating technique is used in this work,
which eliminates the possibility of identical offspring and fixes part of the problem of states
being chosen to mate with themselves. The technique is based on the following relations for
the two offspring, bill and sally. The parents, mom and dad are chosen as described above,
where a randomly chosen crossover point « is selected from which the numerical values of
each state variable are switched. Blending involves multiplying the range of a state variable
from each parent + a random number 3 on the interval [0, 1]. The variable at the crossover
location « is blended using the following formula, so even if a parent state is chosen to mate
with itself, at least one state variable will be blended using the random number S.
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bill = momg, — B[mom,, — dad,) (4.5)

sally = dad, + B[mom, — dad,] (4.6)

For example, if random=0.023 and a=1 (the first state variable is the crossover point and
is blended) then the first mating pair would result in the following offspring states

mom = [6.7099 , 7.7329]

dad = [7.6704 , 8.1066]

bill = [6.7099-0.023%x6.7099+0.023x 7.6704 , 7.7329]
— [6.7320 , 7.7329)]

sally = [7.6704+0.023x6.7099-0.023x7.6704 , 8.1066]

= [7.6483 , 8.1066]

4.3.4. Mutation and the Final Population

The last step needed in GA optimization is mutation. Its purpose is to add randomness
to the states so that the search space can be explored on a wider basis, and to ensure that
the algorithm can pull itself out of local minima and maxima. A mutation ratio of the
total population is specified by the user, and that fixed percentage of the population is then
randomly assigned new state variable values according to the predefined constraints (in this
case variable values of 5-10). Selection is carried out by randomly choosing values a variable
array for all states, such that no single state variable can be mutated more than once per
iteration. It is worth noting that for highly sensitive systems, the user may not want their
best states mutated, and can allow for a certain amount of elitism, where only the worst
performers are subject to mutation. Table 4.4 shows the final population of the first iteration
of the GA, where the first five states are the selected parent states from Table [4.2] followed
by their 6 offspring states from 3 matings. In this example, elitism is present, since it can be
observed that none of the parent states have been allowed to mutate. For the Case Study
optimization, mutation was allowed for all states since only two state variables were used,
and the computational effort of exploring the highly constrained search space was relatively
low (30 minute max calculation times for I < 1,000). Appendix[B|provides a further in-depth
analysis of the performance of the GA optimization for the example case. The best resulting
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state found in the example was [5.7002 , 5.2432] with a total cost of EUR 95,961. The global
optima in this example can be found at [5 , 5] having a total cost of EUR 87,566. Appendix
provides additional graphs with larger numbers of iterations and also shows which input
parameters (see Table were used to tune the algorithm into finding the global optima
for the example problem.

Table 4.4.: Example population of 11 states after selection, mating and mutation

Qa H, Cost (EUR x10°)

6.4486 7.2244 1.1546
6.7099 7.7329 1.2103
6.7060 8.4728 1.2525
7.6704 8.1066 1.3244
7.4828 8.6356 1.3384
6.7320 7.7329 1.2125
7.6483 8.1066 1.2103
7.3416 7.2244 1.1546
6.5898  7.2244 1.2525
6.7099 6.6698 1.3244
7.4828 8.6250 1.2525

Skienal [1997] points out that it is often difficult to set up a optimization problem in terms
of mutation and crossover and that the pseudobiological concept of the GA adds further
complexity in understanding the value of the results. The following sections show how the
same approach to optimization can applied in determining the NPV of the Case Study hydro
plant using the RETScreen formula-based costing equations.

4.4. The Net Present Value Formulation

Throughout the rest of this Thesis the NPV is used as the objective function. The NPV
is a commonly-used economic indicator used to estimate current project value from a series
of hypothetical annual cash flows. Here, calculations are based on the initial investment
costs (1), annual operation and maintenance costs (M), and the annual revenue (R), over
the project lifetime due to energy production. Unless specifically defined as otherwise, all
costs are in EUR. Note that the sign of revenue used in this text is considered to be a
positive quantity, and the costs are negative quantities, assuming the algorithm is searching
for the global maximum of the function. The functional relations between each of the three
terms does not change if the costs are considered positive, and the revenue negative. Thus
the optimization can take place either in terms of minimizing the costs, or maximizing the
revenue. The outcome of the optimization will be identical. Appendix [C] provides both
the Matlab code after [Haupt and Haupt| [2004] and the objective function including the
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RETScreen costing approach. The NPV equation used in this work is:

R + Mt
NPV = Z Gt (4.7)

where

t = number of years from the present

n = total number of years (power plant design life of 30 years)
R = annual income from energy generation at year t (+)

M; = annual operation and maintenance costs at year t (-)

r, = annual discount rate (here taken as a constant)

[ = sum of the initial investment costs (calculated at t=0) (-)

The objective function here is driven by two main factors, the time-valued annual expenses
and revenues (captured by R and M in the first term) and the initial investment cost (repre-
sented by I). This formulation has the advantage that it can account for changes in financing,
such as changing the interest rate after a certain period of years, and gives the investor a
way to estimate the total profit of the design over its lifespan. However, the formulation
does have several disadvantages as well, namely that changing an estimation of the discount
rate, annual income, or annual costs can severely impact the estimation of profit. Thus it is
necessary to understand which portions of the cash flow have the highest level of uncertainty
(likely to be I), and which will remain more or less constant (probably R and M), over the
time period in question (30 years is indeed a very conservative estimate for hydropower plant
design life, as many plants first constructed 60+ years ago are still running today!)

Annual revenue from energy generation, R; was calculated as
Ry = 1,000MW hgpn Exwn (4.8)

where
MWh,,,,, = annual power production in MWh (20 interval sum based on Qq)
Exwn = energy price (0.0967 EUR/kWh)

and the following form for the total initial investment cost I, used in the Matlab optimization
was

I= Ieng + qup + [sub + ]pen + Iciv (49)
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where in a more general form for each component i, the total initial investment cost can be
represented using a more general form of costing equations similar to those found in Section
as

I=) CiQyHY (4.10)

i=1

and each of the individual investment cost equations are described in detail in the following
section. Figure [4.4] shows the general shape of the investment cost function, using the
engineering investment cost equation. Also, the functional form in Equation for the
first term with constant C, and two exponential values «, 3 provide a good indication as to
the effective weight of each of the investment cost components (see Table @
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Figure 4.4.: Cost contour plot for I.,, = 19,984Q2'54H8'378

Aside from the total initial investment cost, operation and maintenance is the only other
cost considered in developing a small power plant. It is taken here as a fixed percentage
of the investment cost, occurring annually for the life of the project. After Nguyen, the
discount rate (ry) is taken as 4.5%, the project life (n) is 30 years, and the annual operation
cost based on investment (M) is 1.5% of the total initial investment cost. Additionally, an
annual increase in the cost of maintainance (ry) is included, and taken from Nguyen to be
1%. Since the (M) term is a function of I, it is effected by changing values of head and
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flow rate, coupling the two terms together during optimization. The annual operation and
maintenance cost term is represented mathematically as:

- ()
M, = 0.015] | — (4.11)
Thrw

The resulting NPV is highly epistatic, meaning that the resulting value of each of the three
terms (IR, and M) is coupled to the others through the choice of H, and Qq. Thus, the use
of an optimization algorithm which deals well with such functions is necessary. The GA is
known to handle just such problems well [Haupt and Haupt|, 2004].

The following sections cover the assumptions, necessary mathematical reformulation, and
finally the results of the GA optimized RETScreen equation system. Previous works by
Christos| [2002] and Hreinsson and Eliasson [May 19-23 2002] have used similar approaches,
but both opted to use detailed design considerations in dimensioning the individual compo-
nents. This work attempts to get away from in-depth design for two reasons: The first is
that the RETScreen costing formulation is only suitable for the prefeasibility stage, where
detailed information is not available nor is it necessary. The second is that when the effects
of the assumed interest (or discount) rate are considered, it can be found that using an objec-
tive function with a high level of design detail provides no real benefit to the engineer. This
is because if the assumed interest rate changes slightly, its cumulative effect on the objective
function will cancel out any benefit gained in obtaining costs from a detailed design analysis.
It is this fundamental weakness of the previous two approaches which has lead to the work of
this Thesis. The dominating assumption in this work’s approach is that stochastic analysis
compared to the costs resulting from optimized design parameters would serve as a superior
and more robust indicator of project feasibility, at least economically.

4.4.1. Assumptions in Using the RETScreen Equations

It should be noted that in each of the costing reformulations, the same procedure was fol-
lowed: the RETScreen power equation for "mini” plants was substituted into each individual
RETScreen costing equation (full list provided in Appendix , constants were determined
based on data taken from the Case Study, and the equation was then rewritten and simplified
to become a function of the variables Qq and H,. These two variables were then used as our
chromosomes for optimization in the GA.

As previously mentioned, it is extremely important that the user first separate the input
parameters into those taken from the Case Study and those for which assumptions needed
to be made. For general application, the CS parameters can be taken as those which the
design engineer has, ie. the flow data, turbine efficiency curves. Assumed parameters are
then those which are normally used as design parameters, ie. the dam width, design flow,



53 4. Cost Optimization Using the Genetic Algorithm

operational head, etc. Here it has to be assumed that the values obtained from the previous
work are the "real” values, even though the project was never constructed. Any deviation
in the RETScreen costing analysis is then also assumed to deviate from "reality”, in only
the sense that there are differences in the estimated costs. Preferably, a series of data sets
consisting of small hydropower plants constructed in say, southern Germany could be applied
to ascertain more accurate values of the adjustment factors. In the interests of time, only one
in-depth case study could be found which possessed the necessary information, and thus the
critical argument must be put forth that the exact values of the costing method should not be
the focus of the reader, rather the methodology of application and its resulting uncertainty:.
Additionally, in applying the RETScreen formula-based costing method, two major items

Table 4.5.: RETScreen formula costing categories

Cost Category Formula Number(s) Applicable to Case Study?
Feasibility Study 1 No
Development 2 No
Engineering 3 Yes
Energy Equipment 4 Yes
Access Road 6 No
Transmission Line 7 No
Substation and Transformer 8 Yes
Penstock 11 Yes
Canal 13 No
Tunnel 14 No
Civil Works (other) 5+9+10+12 Yes
Miscellaneous 15 No

need to be mentioned, the effects of currency and rounding:

Since the program is from Canada, the costs used to derive the formulas and accordingly the
equations themselves are written in Canadian dollars. In order to convert the equations to
the EUR currency, it was necessary to provide an exchange rate. This can be done simply
in the program by inserting the appropriate rate directly into the Cost Analysis module of
the program. For this study, the exchange rate was taken as the 215 day average beginning
in January 2006 and ending with the submission of the Thesis in September of 2006. The
average was taken because the costs in the Case Study were not taken all on one particular
date, and the average should provide a reasonable assessment of the exchange rate for that
period. For this time period, the exchange rate was 0.72 EUR to the Canadian Dollar [Forex
[13 July 2007], with a high of 0.739 and a low of 0.6925. The effects of the exchange rate were
taken into account when calculating the rounding drift (discussed in the following paragraph)
and implemented in the GA optimization by multiplying the NPV of the investment costs
by 0.72 EUR/CAD.

The next issue addressed when using the RETScreen equations is that the reported cost
values in the program are rounded to the nearest monetary unit. In order to have the
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output of the rewritten equation system most closely match that of the program, the equation
constants had to undergo an adjustment. This was accomplished in Excel by using a ”drift
correction”. First, the RETScreen formula-based costing approach was considered by varying
the values of H, and Qg from 0-5 in increments of 1 in the Energy Model module and
recording the resulting costs. Next, the rewritten form of the equations were compared to
the RETScreen output using a sum of error squared approach (RETScreen output - rewritten
equation, squared). The equation constants were then optimized using the Solver package
(Excel worksheet included on accompanying CD-ROM) such that they would minimize the
sum of the errors squared. These drift corrected constants are the ones used in the following
equations. Table[4.6] provides the error resulting before and after drift correction was applied
for each of the rewritten component costing equations, and Figure shows a graphical
representation of the rounding drift and its correction. Although the differences are relatively
small, this aided in removing most of what would otherwise result in a systematic error in
the GA optimization’s costing calculations.
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Figure 4.5.: Rounding drift correction for costing equation reformulation - engineering costs

4.4.2. Reformulation of the RETScreen Equations

This section covers each of the individual costing equations used for the Matlab GA optimiza-
tion, and provides an in-depth look at the assumptions made for each individual equation
as they related to the Case Study data. At the end of this section, a brief summary of the
final form of the equations can be found in Table [4.7]
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Table 4.6.: RETScreen output and simplified equations with and without drift correction

Cost Category Avg Error No Correction(%) Avg Error w/ Correction (%)
Engineering 2.77 -0.35
Energy Equipment 2.98 -0.06
Substation and Transformer 2.57 2.57
Penstock 2.89 -0.02
Civil Works 2.37 0.18

The engineering costs after RETScreen can be calculated with the following formula

M 0.65
Ieng_o.37n°~1< W) 10° (4.12)

0.3
Hg

RETScreen calculates the power per turbine unit, (n) for "mini” plants with 12.8> Qq
> 0.4m3 /s as

MW, = 7.79Q4H,/1000 (4.13)

substituting this into the cost equation, multiplying out the constant values, and correcting
for drift leaves (same formula used in subsection {4.3.1])

Leng = 19,984Q5 > H ™ (4.14)

Energy equipment costs consist of the sum of two costs, the generator and control (Ig,) and
the cross flow turbine and governor (Iy,,).

qup = Igen + ]tur (415)

The costs of the generator and control systems after RETScreen are

Mw >
Lyen = 0.82n°7°G;C, <W) 10° (4.16)
g

where
G¢ = grid factor, 0.9 if MW< 1.5 and central-grid connected.

Cg = low cost motor factor, equal to 0.75 if MW< 10 or 1.0 if MW> 10.
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In this study, since the plant is much smaller than 10 MW, C, was taken to be 0.75.

Inserting [4.13] multiplying out the constant values, and correcting for drift results in

Lyen = 5,033Q57 H>0*® (4.17)

g

The cross flow turbine and governor cost equation after RETScreen is taken as 1/2 of the
cost of the Pelton-Turgo equation cost

MW 0.91
Ly = 0.5(5.34n°%° (W) 10°) (4.18)
g
where
MW
1o <04

Solving the equation by inserting [4.13] multiplying out the constant values, and correcting
for drift gives

Ly = 24, 110Q5 ™ Hy > (4.19)

g

This results in the total energy equipment equation becoming
Legy = 5,033Qq” Hy ' + 24,119Q4 ™ HJ (4.20)

Substation and transformer costs, although only making up a small part of the total invest-
ment costs, are also included and are accounted for using the following RETScreen formula

MW 0.9
A (0.0025710.95 +0.002(n + 1)) (W) 1703106 (4.21)

where
n = number of turbines
V = the transmission line voltage in kV (assumed to be 25)

Reformulating the equation by inserting [4.13] multiplying out the constant values, and cor-
recting for drift results in

Loy = 163Qy  Hy)* (4.22)
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Next, the penstock costs are calculated using the following RETScreen formulation

Lyen, = 20n) W05 (4.23)

where
n, = number of penstocks, (taken as 1 after the Case Study design)

W = weight (kg) of the penstock, which can be calculated as
W = 24.7d, ot ave (4.24)

and

d,[] = penstock diameter (m) is given as

Qd 0.38 l 0.19
d, = 0.2 —_— P 4.2
o (&) () =

1, = penstock length (m) (in the Case Study 150m)

kyen = allowable penstock headloss (ratio to Hy)

tawe = average pipe thickness (mm), accounting for water hammer and given as
_ 13
tave = d,” + 6 (4.26)

This equation is derived for the case of using a steel penstock. In the Case Study, the
penstock was a concrete pipe. This required that an additional correction factor be applied
to relate the costing equation to that of a concrete pipe, using the local costing data as
provided in Nguyen’s Thesis. This relation was obtained by taking the cost per unit length
of concrete pipe (50 EUR/m) and dividing it by the steel pipe cost (180 EUR/m), resulting
in a conversion ratio of 0.3.

The final form of the penstock costing equation, after correcting for drift, including the
constant assumptions as taken from the Case Study, and applying the steel-to-concrete cost
factor of 0.3 is

2.769 2.334
Tpen =19, 547 5 + 49, 238— 6 (4.27)
9 9

Lthis equation should be used in lieu of the penstock diameter equation found in Appendix as the
original RETScreen equation contained an error and was confirmed by RETScreen staff through personal
correspondence
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The total civil works cost equation is represented by the sum of 4 individual RETScreen
equations: civil works, installation of substation and transformer, installation of energy
equipment, and the installation of penstock. The total civil works equation is then

[civ = [cw + [inst,sub + [inst,eqp + [inst,pen (428)

RETScreen calculates the installation costs (the last three terms of the total civil works
equation) as fractional values of the original cost functions, resulting in

Leiy = Iy + 0.151 5y + 0.151gp + 0.251 ey, (4.29)

Although the following equation system for the total civil works cost will continue to include
these last three terms, it should be noted that in applying the equation system in Matlab,
factors of 1.15, 1.15, and 1.25 were applied to equations [4.22] [£.20] and respectively.
This was done to keep the resulting objective function as computationally simple as possible.

After RETScreen, the civil works cost component is

MW" l
L, =1.97n7"%"CR (140.012) ( 1+ 0.005-% ) 10° (4.30)
H

0.3
H) g

where

C = civil cost factor, taken as 0.44 if a dam exists, or 1.0 if no dam exists. For the Case
Study, the dam was destroyed, and thus the Civil Cost Factor was 1.0

R = the rock factor, taken as 1.0 if there is rock at the dam site, and 1.05 if no rock. For
the Case Study, it was assumed that rock would be present and thus the Rock Factor was
taken as 1.0.

I, = distance to the borrow pit (km). Zero for the Case Study since the cut and lower
method recommended by Nguyen in his Thesis uses the removed soil as the fill material.

lg = dam crest length (m). It is fixed at 12m since this is the total width of the Wolfeg-
ger Ach, and is the same value used by Nguyen in his cost estimation. However, if other
locations outside that of the Case Study were taken, this variable could also be included for
optimization.

Equation [4.30] can be rewritten after correcting for drift and including the constant assump-
tions as taken from the Case Study to be

Ly = 40,327Q5 ¥ H)™ (1 + %) (4.31)
g
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resulting in the final form of the total civil cost equation

0.06
i = 40,327Q452 {5 (1 + ?) +0.15 gy + 0.151p, + 0.251,c, (4.32)

g
g

Before going on to describe the second term of the NPV, it is a good idea to take a look at
the final form of the investment cost term. Table presents the constants and exponents
for each of the equations and sub equationsE] used in rewriting the RETScreen equations.
Since the investment cost term (see Equation is the sum of each of the individual in-
vestment costs, looking at the values of constants and exponents allows for a quick, objective
assessment of which terms will result in the largest contributions to the investment cost. It
can be seen then that it should be expected that the turbine, penstock, and civil costs will
have the largest effects on the investment cost term, with the substation and transformer
having little effect at all.

Table 4.7.: Costing factors C, «, and [ for the applied costing equations

Cost Category Equation  Constant(s), C o 16
Engineering 4.14 19,984 0.54 0.378
Generator 4.17] 5,033 0.9 0.648
Turbine & Governor 4.19 24,110 0.91 0.455
Substation & Transformer 4.22 163 0.9 0.9
Penstock 4.27) 19,547 & 45,238 0.769 & 0.334 -0.385 & -0.167
Civil Works 4.32 40,327 0.82 0.574

?note that the Civil Works equation includes more than one term
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4.5. Optimized Design Results

Optimization was undertaken varying the population size and number of iterations to deter-
mine the global optimum. The maximum NPV found was 206,089 EUR with the combination
of Q4=1.6 and H,=5. Nguyen’s work had an NPV of 323,805 EUR using a design for Q4=3.0
and H,=4.88. Does this indicate that the absolute best design would occur using this combi-
nation? Certainly not. It has already been shown that the expected total initial investment
cost variation ranges somewhere around 50%. However, the optimized design values were
still not far off of Nguyen’s and resulted in a far better NPV than in the previous chapter.
The idea behind finding the optimum economic design for a small hydropower plant is that
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Figure 4.6.: NPV optimized varying population size and max generations

the ideal design characteristics could be determined for a particular site with little effort.
This implicitly assumes that the equations used represent the component costs with a rea-
sonable level of accuracy, and that any assumptions made into choosing constants (such as
the length of the penstock, weir width, etc.) are valid. Thus the optimization result itself
carries some level of uncertainty and should only be viewed as a reasonable guess of what the
best possible design shall look like. The problem remains that the engineer does not have
any reference as to where this best solution lies with regard to component price uncertainty
(the cost of steel has gone up dramatically in the last few years) or to uncertainty resulting
from using the cost equations. If the optimized solution can be compared to an uncertainty
analysis carried out including the ranges of costing equation error, then the engineer should
have a better estimation of the expected cost breakdown. The final chapter of this Thesis
deals with adding uncertainty into the cost estimation.



5. Including Uncertainty in Cost
Estimation

This chapter finalizes the work of this Thesis. The first two chapters provided background
information on why small hydropower costing may be important in the future, and which
methods are available to use. Chapters 3 and 4 discussed using the RETScreen formula-
based approach in the hopes that it would be able to provide accurate estimates for a given
Case Study. The approach was validated, and then optimized in order to find the best
design RETScreen could deliver. It was found that the NPV optimization recommended
reducing the design flowrate Qq, from 3 to 1.6 m®/s and increasing the operating head
slightly from H, 4.88 to 5 m. Important to consider is that the so-called optimized design
leads to the best solution in terms of the NPV, where all other input variables (inflation
rate, operating life, etc.) being equal, the optimum solution is a trade-off between the lowest
total initial investment cost and annual energy production (and thus revenue). However,
since it is known a priori that the RETScreen method has inherent errors for each costing
catagory, it follows that consideration of the optimized design must therefore also include
an acccounting of these errors as well. Figure [5.1] shows the process flowchart for the cost
optimized uncertainty analysis approach including the chapter number for which each step
was carried out. This chapter proposes that the costs obtained for the optimum design can
be utilized best when subjected to stochastic simulation taking into account the ranges of
error for the individual costing equations.

5.1. Calculating and Implementing Costing Error Ranges

Chapter 2 provided an overview of several approaches for calculating small hydropower
costs at the prefeasibility stage. The RETScreen method was chosen and tested in Chapter
3 against a Case Study. It was found that although the overall initial investment cost
estimate was close to being within the expected cost variance of 50%, the costing accuracy
of the individual equations varied greatly. Chapter 4 investigated the scenario in which the
equations were assumed to be perfectly accurate in order to find the optimum prediction
based on the costing equations alone. This optimized value is what the design engineer would
be searching for if the RETScreen equation system was used without reference or any further
review. Here, the values obtained through optimization for the individual cost catagories are
subjected to a stochastic simulation applying the Monte Carlo method in order to determine
useful ranges of cost uncertainty for the Case Study project.
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Formulate costing Compare equations
equations f(Q,H) > to Case Study
(RETScreen) f r
@ I
Calculate total Obtain error ranges
initial investment for costing

cost, | @ equations @
'
Calculate NPV
®
T 3
Optimize NPV

fQ.H)
—®

Monte Carlo
cost simulation [«

w/ error ranges@

Figure 5.1.: Process flowchart - cost optimized uncertainty, with chapter references

5.1.1. Determining Error Ranges

The calculation of error ranges is relatively straight-forward. From the original five costing
catagories used in Chapter 3 (see Table , substation and transformer costs have been
removed for further analysis, as they constituted less than one half of one percent of the total
optimized initial investment cost. This leaves energy equipment, engineering and design,
penstock, and civil works as the remaining cost catagories for analysis. When using the
RETScreen method in Chapter 3, additional input variables (the FDC, turbine efficiency
curve, etc.) were also considered. As long as all input variables are identical in application
and value as those used in the observed case (the Case Study) then for the ith catagory
with initial cost I;, the error range can be calculated as the percent difference between the
predicted and the observed cost as taken from Nguyen’s Thesis. Thus, the values can be
taken directly from Table (3.3 where it is considered to be equally undesirable for either low
and high cost estimates. In order to remove possible negative costs, which are considered
impossible, an if statement was incorporated into the calculation which set the minimum
value of any cost catagory to ten percent of the optimized value. Note that this may also
lead to an offset between the optimized and expected costs in the cost histogram for the
case that the error range is greater than 100%. In this case, the Monte Carlo simulation will
favor costs above the optimized total initial investment cost as can clearly be seen in Figure
b2
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The error range applied was calculated as

Tovs,i — IRETSCreen,i (5.1)

Ranger, = 100
[Obs,i

where
Lops; = observed initial cost for catagory i

IrETScreen,i = calculated initial cost for catagory i

Table 5.1.: Cost catagories and their calculated error ranges

Cost Catagory Range%(+/-)
Energy Equipment 15
Engineering and Design 197
Penstock 277
Civil Works 54

As Table [5.1] shows, the error ranges for the engineering and design and the penstock are far
outside what could be considered "good” estimations. Ideally, a larger set of case studies
should be assessed using the RETScreen method in order to statistically determine the
expected value of each equation’s error range. In applying the error ranges in stochastic
simulation, the user should be thinking about meeting or beating the worst-case scenario.
The question is then, "are all of the simulated values within 50% of the optimized value?”

5.1.2. Applying Error Ranges

Now that the error ranges have been defined for the Case Study costing catagories, they
can be implemented into a Monte Carlo simulation. This was carried out by creating an
Excel spreadsheet (found on the accompanying CD-ROM), M CTotalCost.xls where the
user inputs the optimized RETScreen cost value for up to four costing catagories and the cost
error in percent as calculated in the previous section. The Monte Carlo simulation assumes
a uniform distribution for each of the cost catagories, and carries out a total of 10,000
simulations per run. This is more than sufficient, since calculations with an estimated
2% error need only around 800 simulations (see spreadsheet for calculation). Since the
simulation uses the sum of random variables, the resulting distribution is normal (as dictated
by the Central Limit Theorem). Figure shows the resulting histogram of the total initial
investment cost using optimized costs taken from the previous chapter, and the cost error
ranges from the previous section. The probabilities of falling within +10, 25, and 50% of
the optimized cost (they are not confidence intervals!) are provided and the corresponding
regions are shaded. Probabilities are calculated by summing the total number of simulation
results within 10, 25, or 50% of the RETScreen total initial investment cost, and dividing by
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the total number of simulations. Minimum performance is defined such that all simulated
costs should fall within 50% of the optimized value. The associated probability range is
shown in red in the case that minimum performance is not met.

The shaded ranges can be best understood if one reads them as ”there is a probability of 0.505
that the actual cost falls within a range of 25% of the optimized cost”. It is recommended
that when the engineer "sees red”, they should think about reconsidering the cost optimized
uncertainty approach, as minimum performance is not satisfied. For example, Figure [5.2
shows that there is a probability of 0.156 that the optimized cost might not only be dead
wrong but that it may be considerably higher (see the red area in Figure than the
optimized value.

[ Energy Equipment
RETScreen optimized 98,706|€
error range 15.00{%
stdev population 8,578|€
min-value 83,900|€
max-value 113,512|€
[ Engineering and Design
RETScreen optimized 47,328|€ °
error range 197.00(% é’ E
stdev population 39,155|€ g 8
min-value 4,733|€ g 2
max-value 140,564|€ = 3
[ Penstock
RETScreen optimized 59,129|€
error range 277.00(%
stdev population 62,694|€
min-value 5913|€
max-value 222,916|€
189,291 315,018 440,746 566,473 692,201

Civil Works PR
RETScreen optimized 149,340/ € total initial investment cost (€)
error range 54.00|%
stdev population 46,234|€ probability of estimated cost within: 50% of optimized cost 0.844
min-value 68,696|€ 25% of optimized cost 0.505
max-value 229,984|€ 10% of optimized cost 0.187

outside of 50% range

Total Optimized Cost 354,503

Figure 5.2.: Monte Carlo simulation - total initial investment cost

The results in Figure[5.2|are quite interesting, in that even with two of the four cost equations
performing miserably, the probability of the optimized cost being within 50% (the goal is to
beat or equal this) is still relatively high, at 0.844. However, the presence of red indicates that
use of the approach is not recommended. In this case, Appendix D] provides a quick overview
of the various small hydro costing methods, along with their strengths and weaknesses.
Furthermore, the optimized cost is well below the expected value indicating the presence of
large error ranges, with a probability of 0.156 that the actual cost will not fall within the
minimum performance criteria.

Though the method has essentially failed to meet the minimum performance criteria, there
is still hope for the Case Study, especially if one recalls the results of Chapter 3. There
it was found that treating the concrete pipe as a canal rather than using the RETScreen
steel penstock equation with a correction factor provided a more reasonable estimate of the
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penstock cost. Assuming all other factors equal, the GA optimization was run once again
this time substituting in a canal for the penstock. Revised values for the error ranges are

taken from Chapter 3 (also see Table and Figure provides the results.

Table 5.2.: Cost catagories and their calculated error ranges - canal instead of penstock

Cost Catagory Range%(+/-)
Energy Equipment 15
Engineering and Design 197
Canal 26
Civil Works 17
[ Energy Equipment
RETScreen optimized 115,372|€
error range 15.00|% 450 r 1
stdev population 9,938|€
min-value 98,066(€ 400 1 0.9
max-value 132,678|€ L 08
350 < :
[ Engineering and Design F 0.7
RETScreen optimized 51,929|€ 300 1 °
error range 197.00(% E:’ 250 4 [ 0.6 2
stdev population 42,738(€ g L o5 K]
min-value 5,193|€ o =2
@ 200 1 £
max-value 154,229|€ & 0.4 3
150 1
[ Canal 0.3
RETScreen optimized 12,586(€ 100 4 L 0.2
error range 26.00(% :
stdev population 1,892|€ 50 A L 0.1
min-value 9,314|€
max-value 15,858|€ 0] T 'r—TTr T T T T T T 0]
266,936 324,132 381,329 438,525 495,722
[ Civil Works N
total initial t t t (€
RETScreen optimized 171,940€ otal initial investment cost (€)
error range 17.00{%
stdev population 16,851|€ probability of estimated cost within: 50% of optimized cost 1.000
min-value 142,710(€ 25% of optimized cost 0.881
max-value 201,170|€ 10% of optimized cost 0.435

outside of 50% range [ ICIOOON
Total Optimized Cost 351,827

Figure 5.3.: Monte Carlo simulation with canal - total initial investment cost

The results are much improved over the previous case, with all simulated values meeting
minimum performance criteria and a probability of 0.881 that the actual cost will now
fall within 25% of the optimized cost. What changed to make the results so much more
favorable? First off, using the penstock equation provided a grossly overestimated cost
estimate. Secondly, an increase in the canal equation’s costing accuracy also carried over
to improving the accuracy of the civil works costs as well. Furthermore, the optimal design
values after using the canal equation were also closer to Nguyen’s, with Qq = 2 m?/s and
H, = 5 m. Thus, it is extremely important that the engineer has experience in applying
the costing equations. First, to make sure that they are able to estimate costs reasonably
well by validating them under local conditions. And second, to understand in which cases
the equations can be best applied. This section should serve to point out one major finding
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in using the cost optimized uncertainty approach - costing equations need to be from the
onset as accurate as possible, as they affect the analysis twice: once through their overall
contribution to the optimized cost, and again by influencing the Monte Carlo simulation
results through their error range.

Before moving on to the final comments, one intriguing question still begs to be answered:
What minimum error range would the costing equations need to have if one wanted to halve
the minimum prefeasibility cost estimate accuracy requirement from 50 to 25%. Figure
provides the answer for the Case Study’s situation. Here it can be seen that if the error range
for the energy equipment and canal equations is 30%, and for engineering and design and
civil works is 25%, the expected probability of all cost estimates within 25% of the optimized
cost is 1.0. This reinforces the importance of validating and choosing the costing equations
which produce as accurate initial estimates as possible.

[ Energy Equipment

RETScreen optimized 115,372|€

error range 30.00|% 600 -1

stdev population 19,975(€

min-value 80,760|€ [ 0-9

max-value 149,984|€ 500 1 L 08

[ Engineering and Design 0.7

RETScreen optimized 51,929|€ 400 1 °

error range 25.00|% ? 0.6 2

stdev population 7,521(€ [} ] | o

min-value 38,947)€ g 300 05 2

max-value 64,911(€ = 0.4 3

[ Canal 200 0.3

RETScreen optimized 12,586|€ L 0.2

error range 30.00|% 100 1 ’

stdev population 2,196|€ 0.1

min-value 8,810(€

max-value 16,362|€ 0 t=—tp—poy—m——TTrTTTTT T T TTTTTT 0
265,095 308,471 351,847 395,222 438,598

l C!V". MOIKS total initial investment cost (€)

RETScreen optimized 171,940|€

error range 25.00|%

stdev population 24,779(€ probability of estimated cost within: 50% of optimized cost 1.000

min-value 128,955|€ 25% of optimized cost 1.000

max-value 214,925|€ 10% of optimized cost 0.706

outside of 50% range _
Total Optimized Cost 351,827

Figure 5.4.: Monte Carlo simulation for 25% costing accuracy - total initial investment cost
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5.2. Final Remarks

It was shown in Chapter 2 that small hydro costing can be estimated at the prefeasibility
stage using a set of equations representing costing catagories for items such as engineering
design, electromechanical equipment, civil works, etc. Additionally, a variety of small hydro
costing and assessment methods were investigated in order to determine which method would
be the most suitable for prefeasibility stage cost estimates. The RETScreen formula-based
costing method was chosen, and validated in Chapter 3. It was also shown that although
the overall performance was mediocre when compared to the Case Study, the accuracy of
individual costing equations varied greatly. Next, Chapter 4 applied a GA optimization in
terms of Qq and H, using the RETScreen method to maximize the NPV assuming that the
applied costing equations were completely correct. Here it was found that the best design
characteristics chosen were underestimated for Qq (1.6 vs. 3.0 m®/s) and very close for H,
(5 vs 4.88 m). Furthermore, as the penstock design in the Case Study was a low pressure
concrete pipe, it was found that substituting the canal equation in RETScreen yielded better
optimized results, both in terms of the costing catagories, and for Qq (2.0 vs. 3.0 m3/s),
while H, once again remained at 5 m for both cases. This chapter proposed including the
error range of each of the individual costing catagories into a stochastic simulation, and
determined both that the choice of costing equations as well as their corresponding error
ranges is paramount in increasing the accuracy of prefeasibily cost estimation.

As previously mentioned a major improvement to the approach can still be made: Average
error range values can be obtained for the individual equations if the RETScreen method can
be further validated against a larger set of case studies. This would not only aid in defining
region-specific trends in the accuracy of the individual equations, but would also allow for a
more systematic assessment of using the proposed cost optimized uncertainty method.

It is also worth mentioning that the cost optimized uncertainty approach can be applied
for any engineered system, and thus the author hopes that the reader does not come away
believing that the method proposed here can only be used for small hydropower. If the
reader is interested in applying the basic concepts as layed out in this work, they are heartily
encouraged in doing so, it is the author’s promise that they will enjoy the effort!
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A. Complete List of RETScreen Equations

FRANCIS, KAPLAN AND PROPELLOR TURBINES (REACTION TURBINES):

ITEM FORMULA
Reaction turbine d =kQ "
runner size
(d) where: d runner throat diameter in m
k = 046ford<18
= 0.41ford>18
0, = design flow (flow at rated head and full gate opening in m?/s)
Specific speed n =kh®
q
(n,)
where: n, = specific speed based on flow
k= 800 for propeller and Kaplan turbines
= 600 for Francis turbines
h = rated head on turbine in m

(gross head less maximum hydraulic losses)




FRANCIS TURBINES:

ITEM FORMULA

Specific speed
adjustment to peak A, = { _ }2
efficiency Cuq (nq 56)/256
("e,,)

Runner size

adjustment to peak _ _ s
efficiency e, = (0-081 + Aenq) (1 0.789d )

("e,)

Turbine peak — _ —
s e, =(0.919-"e,, +"e,)=0.0305+0.005 R

(e p) where: R~ = turbine manufacture/design coefficient
(2.8 t0 6.1; default = 4.5). Refer to online manual.

Peak efficiency flow _ 0.05
(Qp) Qp =0.65 0, n
Efficiencies at flows 1] I_(j94 0.0195, )

below peak _ %gp
efficiency flow € = % %25 0 ﬁ »
(e,) HB ’
Drop in efficiency
at full load ~e, =0.0072 nqo'4
("e,)
Efficiency at full load —(1_~n
(e) ¢ = ( ep) ep
Efficiencies at flows 2
above peak 0- Qp
At e =e¢ —|| ——— [le, —e
efficiency flow q j2 0,-0 ( )
d P

(e,)
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KAPLAN AND PROPELLOR TURBINES:

ITEM FORMULA
Specific speed
adjustment to peak _ _ 2
efficiency Ae,,q = {(nq 170)/700}
("e,,)
Runner size
adjustment to peak _ -02
efficiency re, =(0.095+"e,, ) (1-0.789d7"%)
(Me,)
Mefcrar e, =(0.905-"¢, +7e,)~0.0305+0.005 R,
(ep) where: R = Turbine manufacture/design coefficient
(2.8 10 6.1; default 4.5). Refer to online manual.

KAPLAN TURBINES:
ITEM FORMULA
Peak efficiency flow _
(Qp) Qp =0.75 Q,
Efficiency at flows . -0
above qu below peak e =352
efficiency flow q El 0 p
(e,) !
PROPELLOR TURBINES:
ITEM FORMULA
Peak efficiency flow _
(Qp) Qp - Qd
Efficiencies at flows ] 0 IJ_—F ]
(=Bsgela g,
) H 9 OH

(eq)
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PELTON TURBINES:
ITEM FORMULA
Rotational speed .|
(n) n=31 % Q—f’ m
L1 J [
where: j = Number of jets (user-selected value from 1 to 6)
Outside diameter 494 JRE jo.oz
of runner d=—
(d) n
Turbine peak
efficiency e, =0.864 4"
(e,)
Peak efficiency flow .
©,) 0, =(0.662+0.001;) O,
Efficiency at flows 0 -0 (5.6+0.4 )
above and below _ . p
peak efficiency flow e, =|1-7(1.31+0.025) [ 0 J
(e,) P

TURGO TURBINES:

ITEM FORMULA
Efficiency ‘ ‘
(e) Pelton efficiency minus 0.03
q

CROSS-FLOW TURBINES:

ITEM

FORMULA

Peak efficiency flow

©,)

0,=0,

Efficiency 00O o
(e,) e, :0.79—0.15%1— 1.37§d—
o, H"'He, E




A. Complete List of RETScreen Equations

73

(3) (19915) 1YS1oM M20ISUIJ M SaUIQIN JO JquINN u (%) 911 15199U] ]
(AY) 98e1]0A JUIT] UOISSTWUSUBI] A (MIN) 1un 1ad Aoeded | "MIN (w) peay ssoin oY
(WIur) eIl 18 SSIUNDIY) O0ISUdJ n (MIN) £Loeded 1e1or | MIN 1010€] PIIDIUUOD PLID) H

. " WP € Se Passa1dxa sIsod uerpeue)) 03 N
onex y1dua] Sutur] [puuny, | (wr) yr8ua] Puung | paredwon $1505 [ [¥90] JO 1509 3 JO ONEY 4
(UIur) JuIqINd JE SSAUNIIY) ¥D0ISUIJ 9 (un) YISUI] U] UOTSSTIUSUEI], 4 10108y sAep 1501 4
(wur) ssaud1Y) ooisuad aFerony aney (ur) YISua[ ¥oI1sudg 9 311S 18 sKep 1501, ]

[BWIDIP € Sk passaidxa s1s0d
1010¥] Peol 0] 1 (wr) YI3ua] 15210 We ?l uerpeue)) 01 paredwod s1500 juawdmba 3
UOONIISUOD [BI0] JO 150 31 JO oney
(599139p) I[N A [[IM TeUED YITYM s ©

ydnoyy ure1ssn 110s jo adofs apis S (ur) 110s snotaraduur ut YI3u9] [eue) | 1019€] 1500 FurreauIduyg |

(599139p) 1[INq 3q [ [eUED YOI ) » d
Yo urewssn 30 jo >doys 3piS S (ur) oo1 ut YISua| [eueD) | (w) (s)3o01suad jo 1919ureIq p

UI) UOTIEABIXI D01 JO JWIN[OA [JUUIL A EUtI23p € 5P passaica 150> ueipeuey o3 2 1019€] AINOYJIP UT| UOISSTUISUET
(et von oL 104 [PUHAL d Pparedurod s1502 Moqe] 1ed0] JO 150 A JO OTey 1 1003 AITOGJIP SU Hotss! L a
10108} Y00y d (ury) std mo110q 01 dULISIJ 9 (ur) I939Werp Iuuny p
(s/cur) mun 19d morg "o (uny) 13U peol ssIVY 4| (cur) Surur] 9191010 JO IWN[OA [UUN] i)
(S/cur) Moy usisaq PD | 10108] SUIGIN SIXE [LIUOZLIOY [[BUUS IS0 19MO] b 1070€] 101L19U33 1509 19MOT by
rmioejnueT
(S/<UT) UOTIBIDPISUOD I9PUN MOT] 0 JO ANUN0d 10J JUNOIE 01 TUADTJA0 150D )| 10108J 150D [IATD) 9
srmoepnuewt yuawdmba paugap-19sn
OB} 1OMOY [9915 A ®H{ 01 onex) SSo[peay [ouuN] Aqemo 1070€] SYI0M JIAD SIS0 US1210

310d poom dur] uotssTIISUERI d (H o1 oned) ssoppeay | 1olgEely A 100} SIOM TIAL Y riod g
sypoisuad jo roquiny qu 1010€] 9UIGIN] STXE [EJT1I9A 1500 I9YSFTH r 1010€] AINOYJIP PeOI SSIIY v

ATIVOILFGVHATY G3LSIT ST19VIHVA




74

n

u Mm =

(M)
(uappiy) miA ut Ayoede) [ejof

0001/’ H'0 €51 =

0001/ 10 6L°L= 0001/ "0 tT8=

(M)
(usppiy) MINI Ut Hun/mI

AN[BA PIUYIP-13s)

3
(H)
W Ul peay sso.y

wo'O T8Y°0 =

(p)
W U1 JajawWelp Jauuni auigny "xolddy

:\wmn

("0)

S/¢W Ul auigJn} Jad moj4

anfeA pauyap-1asn

(u)
SauIgIN} JO Jaquny

v'0s 0

*("219 “pooTy) NSt A[qeIdadoe uo paseq InTeA PIUYIP-13s)

uonealyISSe|d pajas|as

050

v0< 02871l N ARI0)

UOIBIIJISSE|D PAPUSWIWLO0IaY

anjeA pauyap-1asn)

("0)
s/;w ui (uoneys Hunesauab
Aq pasn moj} wnwixew) mojy ubisaq

OHIIN

ININ TIVINS

N3LI

SH31INVHYd IISVd




A. Complete List of RETScreen Equations

75

anpa pauifop-12s)

)
W ul peoJ SS$39298 Jo L3bua

9 07 T f0 23up.1 papuIWIUI02 YJIM 1010Df PauLfap-125/]

(V)
10]0€) Ule.11a] JO AYN2IJIP Peo. SSa2ay

10122125 0u/sak £q parfioads sp
ENCVEITIGN
ppoi 2101 i G7'0 =

(1)
(uappiy) UoNINASUOI PROJ 310 1S0I-1aMO|
193|181 0] S1S09 PLOJ $S399R ISnipe 0 J0)oe

(>
s1=pfior= (uappiy) syun sixe Jajjado.d
§T>pfie0= pue sioue.4 ‘uejdey [eyuoziioy [jews
UUIM 3SBaJ93p 1S09 10} JUN0IIL 0} J0}oR
(0
ST<HAiTT= (uappiy) w Gz anoge speay e syun
sts*Hfir= Ja||ado.d pue sioueld ‘uejdey sIXe [eaILIaA
UM 8SBaIoul 1509 10} JUN0IIL 0] 10)oB4
()
0IZMWNAOT= (uappiy) MIN 01

0T>MINJicL0=

Mo|aq s199fo.d 1o} si1ojeiauab Sse siojow
1S09-19MO0] JO 8SN 10} JUN0JJeL 0} J0j}oB

P2199UU0D PLIS-DAIUII pub G'T > MIN J1 670 =

(D)
(uappiy) sioyelauab uononpui Jo asn
U} 10} JUN0JIL 0} 10}IB} P}IBUUOI-PLIY

101122125 ou/sa£ Aq paifioads sp
wwp ou fi o7 =
wpp Junsixa fi 190 =

(a)
(uappiy) J0joe} 1809 Burleauibul

OHOIN

ININ

TIVINS

BN

(3VINWYO04 NI 3SN 40 4340 NI) SHO.LIVH INLLSOI GNY STT1GVIHVA HIHLO




76

A paulfap-1asy)

§)
w ui (s)yoo03suad jo yibua

(p[nueiof 1502 2pojsuad) anppa papnaD

(‘p)
w ui (s)yo03suad Jo Jsjawelq

(p[nueiof 1502 2pojsuad) anppa papnapD

)
(uappiy) Bx u (s)y203suad 0 JBlaM

anppa paurfap-1as)

d
()
syaojsuad [eanuapi Jo Jaquny

NpA pauLfap-1250)

p

W 118219 wep Jo yibua

oA paulfap-13s)

¢p
wy ur yd mo.ioq e 0} d9ueSIg

101792135 ousak £q parfivads sv

(%))
V/IN yooLou figor =
o5 wwp 10 04 fi [ = (uappiy) 10198} %004
101123125 ouysak Kq parfidads sp %)
wopou 1=
wop Mmﬁxm B o= (uapPIY) 1030} 3509 [IAID

o i = (@

%% = \M, mm mom ,No\u (UBpPIY) UORINIISUD JAMO}

' [98}s "SA 8]0d POOM O 1S09 198]38. 0} J0}9B

A pautfap-13s.) (A)

MY U1 a6B){OA aul| uoISSIWISURL]

anppa paulfap-1as)

(p
wy Ul aul| uoIssiwsues) Jo yibua

201 T Jo 23up.1 papuawiuioda. s 1010pf pauifap-1asn

(@
10]9®} UIe1J9] JO A}NJ1YIp Bul| UoISSIWSURI]

OHOIN ININ TIVAS

7 d0 0 44440

N3l




A. Complete List of RETScreen Equations

77

VIN anppa paurfap-1as()

(p

W ul [guuny jo yibua

V/IN (PuLIof 3500 [auUN) NJPA PAIDINILD)

(‘D)
(uappiy) ¢ ur swnjoA Buiuil 8)819u0d [duung

VIN (PNuLLOf 1502 (aUUN]) INPA PAIDINIDD)

(@)
(uappIy) (W Ul SWNJOA UOIBARIXS %904 |auun]

Mppa paulfap-12s]

n
W Ul %904 uj
Pa1oNnLIsuod aq o0} [euea Jo yibua

M)A paulfap-13s.)

(‘s)
s9a1Bap ul PajaNIIsuod aq 0} Si [eues
yo1ym ybno.y) 3204 Jo adojs apis urelia]

A pautfap-12s)

Awuc
W ui 108 ui
PalonJIsuod aq o} [eued Jo yibua

MDA paulfap-13s.)

(’s)
saa16ap Ul pajanJIsuod aq o} S| [eues
yaiym ybno.yy [10s 10 adojs apis uressa)

(pnuiof 1502 2porsuad) anppa paypMaD

‘»
(uappiy) ww uy
aulgny Je ssauxoly) [lem adid ¥a0)suad

(pnuiof 1502 yporsuad) anppa paypMap)

(7
(uappiy) ww uy axeyul je
$sauyIy} [[em adid yo03suad

(ppnuiof 3502 ypojsuad) anjpa parpap)

AR,

()
wuw ui (s)ya0ysuad jo
SsauyoIy} [jem adid abesany

OHOIN ININ TIVINS

7 d0 0 44440 d0

INFLI




78

0T 01 G0 f0 23UD. PIPUIUILIOIL YNIM INJPA PIULf2P-13S[])

(0:31)
JUB1914809 1509 aJnjoejnuew juawdinb3

a‘\N

7 K mmmm.o+ﬁx
q 1

S0

(geecc0+gc€c€0) =

(a)
s19afoud ubialoy o sjuauodwod
SYJOM [IAID BU} JO 1S0D [B20]
aujwialap 0} weiboud ui pasn
*(uappiy) 1019} 1509 ubIBI04 SHIOM INID

npa paulfap-1asn

1)
0114 S1509 IN0QE| UBIPEUBRY "SA [907]

npa paulfap-1asn

Ca)
014 S)S09 [aN} UBIPRUBY *SA [2207]

npa paulfap-1asn

)]
011eJ S1S09 Juswdinba ueipeur?) *sA |20

oo/ =S99)
orr

()
(uappiy) J03ae} sAep-1so.4

anoa paulfap-12s)

(3)
IS 1 1504} Yum shep Jo Jaquiny

anppa pauifap-1asn (1)
aje. 1sala|
(2004 100d) %00 01 (3204 JU2][29x2) D
VIN %GT JO aBuD.1 PaPUIWII0I2L NI INJDA PIULIP-12S() 1019} paul| SI Jey [auuny Jo yibua| Juaaiad
Cn
VN anpa paurfap-13sg) peay sso.b auy} 0} ones e se
passaidxa ssojpeay [auun} a|qemoj|y
OHOIN ININ TIVINS 3Ll
7 d0 0 440440 d0.LIV 0J ANV avidvN & 0




A. Complete List of RETScreen Equations

79

OIXA o1 d d 11000=

(2#'b3)
aul| uoissiwsuel|

OIX 1 ¥ L ST00=

(9#°b3) peou ssasay

(p#b7) ST0=

(g#'b3) Juawdinba
£Biaus Jo uonejeisul

G'0x 031IT/U0I[3d Jo 150D

:10UI9A03 pue aulqin] MO[}-sso1D)

8 8
o552 ooy o1 | T wpee
S o w g0 VES=
160
8 K
po<2 ooy orx | S| upes
"MW ’ "M ) 0

Ll

:10UI2A03 PUE JUIqIn] 031n] /U033

OTX(F+ o H LUT) P 'Y T g0t STI0=

:10U19403 pue durqiny 1adoig

@Sx?ﬁdﬁm 5.?%& il N T oot LT0=

:10UI2A03 PUE JUIqIN] SULL]

OTX(TH o H LTT) o ' T gt LTO=

:10u19A03 pue duiginy uejdey

8

o H
% 870
01 M

60

3D et T80=

(s2d£y surqin [e)
{[0IIUOD) PUE 101eIAUID)

(p#'b3)
1uawdinba A61au3

. ? CH
1% M %_N\m E 01X Mx\ g 1 LEO0= (c#'b3) Buusouibug
Liw-n_ S0
(r1#°b7) 01 (c#07) H0°0= (2#°b3) Juswdojanaq

(s1#°ba) 01 (Tb7) L1€0°0=

(s1#°ba) o1 (T#b) L2c00=

(L#'b3) Apmis Ayniqisead

OHOIN

ININ

TIVINS

W3l

d( 0 78




80

1> f 1=""1
2 A (+)s0=""
"H P sLe00="
9+ 'P="
8
pro H _d
m: =°p
I]
€0
1 adoym
(™11 'pLve)=m
1 adYym
d
g0 cgo ¥ 0T = (LL#b3) Yo0)SULd
401> ,01X
X
501 I . i .
5 7, S00°0+1 I 7, 0001 I
ﬂ\moo.o+ﬁ X
(7 10°0+1)x (7 100+1)%
Fi
M.o NIN X m.owm x m.CMNnN X
MV M M
80 %0 %0
D oM LOTT= ¥ D0 ML6T= ¥ D ot 1SE= (01#'b3) Spiom 1119
. . (6#°b3) JowLiojsuel; pue
8#b7) s10= UOIJE}SQNS JO UOKE|[RISU]
S6°0 (8#°b3) Jow.oysuen
OIXodX | = (1+U) 2000+ 44,4 STO00)= PUE ‘uonEISaNg
60
04OIN ININ TIVINS IN3LI

d0 0 T£¢,



A. Complete List of RETScreen Equations

81

(s1#b) o1 (1#'57) =

(pouyra ejnwio4)
[e10] — S1S09) [e1u]

(r1#'b7) o1 (t#'ba) 10+
(P1#ba) 01 (T#'b7) 171X

(F1#°b7) 01 (z#'ba) 10+
(F1#°b7) 01 (z#'bg) {17 1%

1 ‘0= . o
LT°0 8%@ 1670= (G1L#b3) snoaue||99sIN
LY 90€0="D
] 76810="4
V/N A %@ SLE'L
e s adaYym
g0 0 000F+ 400 00V = (#14°b3) 1uuny
(suoyipuod 3204 40f)
170 (Csoro0+s1) [xo01=
+
(suoyipuoo j10s 10f)
[0 (cs100+571) [xoz = (e1#'b3) eue
_ (c1#b3)
ssoM S = yaojsuad Jo uone|elsuj
0dOIN ININ TIVINS 3Ll

SYI1INVEVd JISVE




82

(1#°b3) snoauejjaosiy
sk Sk Sk %G8 Sk (1L#°b3) |3uuny
A sk %001 sk (€1#b3) |eue)
9 (21#03)
4 Sk %001 4 yao0isuad Jo uonejeisu|
Sk %0 (11#°b3) Yo01suad
Sk SOk Sk %S8 Sk (0L#D3) sylom [1A19
- - %001 - (6#°b3) 18wLI0)SURL}
N pue uoielSqns Jo uone|eISy|
o o (8#b3)
JawJojsuel) pue uonelsqns
69 2 AJL%O0H .
Sk Sax. Sk 60> A 11 %00 Sk (2#°b3) auij uoissiwsues
N N %001 Sk (9#'b3) ssavay
. (g#°b3) wawdinba
A & %001 A KB13ua Jo uone|elsu|
SA %0 (##b3) awdinba ABisug
sk sk %0% sk (e#'b3) Bupigauibug
%05 (z#b3) Juawdojanaq
%ST (1#°b3) Apmis Aupqisea
ublaio4 0} ), Aiddy | [eo07 0} .4, Alddy [e207 0} .4, Aiddy | jJuauodwo? [eao 9 101984 4,, A|ddy Kiobayeq bunson

s103(0.14 ueIpRUR)-UON

d01LIV NV

103014 ueIpeUR)

0dd NVIAV




B. Additional Results from Example GA
Optimization

This appendix provides both brief descriptions and the graphical output of several GA
optimization runs using the engineering cost example from Chapter The hope is that
the future user of such an optimization will get a better feeling for what the paramters do,
and their relative importance in obtaining the global optimum. All values used here are
referenced to those used in Table 1]

But first, a few comments:

The reader is well-advised to keep the following in mind at all times: nothing effects the
outcome of an optimization more than the choice and definition of the objective function
itself. This Thesis used an extremely simple, bivariate state optimization with known, highly
restrictive constraints.

GA optimization using a vast array of variables increase exponentially in time, and thus
a further considertion of applying any metaheuristic should be "how can I simplify my
system?” Additionally, the use of internal loops may also increase computational time, and
should be avoided when applying the GA.
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B.1. Number of Generations - G

The number of generations (G) used is a good overall test of an applied objective function
performance. Since each run of the algoritm should get closer to the optimum, obtaining a
stabile solution after with increasing G can be a good indication of the optimum solution.
Computational time for runs with an increasingly large G depends on the complexity of
the objective function, and on the population size, and is highly situation dependent. For
example, calculating with G = 1,000 for this example case required only a few seconds
(roughly 300 generations per second), whereas including the entire NPV objective function
resulted in a calculation time of around 15 minutes (roughly 1 generation per second). The
following two examples indicate the results of increasing population size. Figures and
show that the best state for this example (the global optimum is exactly 87,566)
was found somewhere around 100 generations even when G = 1,000 and thus the rest of
the compuational effort went to waste. An idea of what the search space surface might look
like (how bumpy) can often give clue to whether or not such an extensive searh needs to be
undertaken. In this case, futher optimizations will stick with G = 1,000 even though it is
highly likely that the optimum value will be found earlier on.

B.2. Mutation Rate - M

As previously mentioned in Chapter , the priciple use of including the mutation rate (M)
is to keep the algorithm out of local optima by adding a "freak” to the population which
allows for a broader investigation of the search space. The effects of M = 0.9 can be seen
in Figure where the average population values deviate far from the best solution. This
means there is no "royal family” of states which keep their variable values generation after
generation. At the same time, Figure shows that a certain amount of elitism occurs
when M = 0.1, so the population averages tend to investigation of the search space more
closely around the best state.

B.3. Selection Ratio - S

The selection rato, S plays a more minor role compared to G, M, and P. It is more useful as a
fine-tuning parameter when the performance of a GA is important for real-time applications.
[t’s main function can be seen as keeping the population searching close (high S) or further
out (low S) from the best performing states. Additionally, it can be seen in Figures and
that the tuning paramters M and S dictate the algorithm’s ability to investigate the
search space in a broader fashion. Note that in the application of the MATLAB algorithm
used, the minimum selection ration is fixed at 0.5.
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B.4. Population Size - P

The population size, P (see Figures and and G are by far the most useful tuning
parameters when using the GA as it was applied in this work. Essentially, the user will find
no great difference in applying P and G, since both result directly in the algorithm applying
more states in order to find the optimum. Regarding computational time, the same applies
here as well, increase P and the result is an exponential growth in run time. Thus, there is
no trick in choosing a small number of generations, and then trying to optimize the problem
quickly with a huge population (the author of course, did try this anyhow). One hint about
P: it was found very useful to get a first glance at the search space by setting P to a high
number for a small number of generations. The state variable outputs can serve to create
preliminary map of the search space so that if constraints are at first unknown, the user is
able to direct their attention to those regions which look the most promising.
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C. MATLAB Code for GA Optimization

The first three pages of this appendix include the source code for the continuous GA itself.

The last five pages contain the code for applying the objective function for both the NPV
optimization (function 1), and the example used in Chapter 4 for the engineering cost opti-
mization (function 2).

Comments are provided throughout, but if you have questions, please feel free to contact me
at jtuhtan@gmail.com.

And above all, have fun!
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C. MATLAB Code for GA Optimization

% Continuous Genetic Algorithm

% minimizes the objective function designated in ff
% Before beginning, set all the parameters in parts 1, 11, and 111

% Haupt & Haupt

% 2003

%

% 1 Setup the GA

ff="testfunction”; % objective function

npar=2; % number of optimization variables used in the test function
varhi=5; varlo=0; % variable limits

%

% 11 Stopping criteria

maxit=1000; % max number of iterations
mincost=-9999999999; % minimum cost

%

% 111 GA parameters

popsize=20; % set population size

mutrate=0.4; % set mutation rate

selection=0.5; % fraction of population kept

Nt=npar; % continuous parameter GA Nt=#variables

keep=Floor(selection*popsize);% #population members that survive
nmut=ceil((popsize-1)*Nt*mutrate); % total number of mutations

M=ceil ((popsize-keep)/2); % number of matings
%
% Create the initial population
iga=0; % generation counter initialized
par=(varhi-varlo)*rand(popsize,npar)+varlo; % random
cost=feval (ff,par); % calculates population cost using ff
[cost, ind]=sort(cost); % min cost in element 1
par=par(ind, :); % sort continuous
minc(1l)=min(cost); % minc contains min of
meanc(1)=mean(cost); % meanc contains mean of population
%
Y% Iterate through generations
while iga<maxit

iga=iga+tl; % increments generation counter
%
% Pair and mate
M=ceil ((popsize-keep)/2); % number of matings

prob=Flipud([1:keep]"/sum([1:keep])); % weights chromosomes
odds=[0 cumsum(prob(l:keep))*"]; % probability distribution function
pickl=rand(1,M); % mate #1
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pick2=rand(1,M); % mate #2

% ma and pa contain the indicies of the chromosomes that will mate
ic=1;
while ic<=M
for i1d=2:keep+1
iT pickl(ic)<=odds(id) & pickl(ic)>odds(id-1)
ma(ic)=id-1;
end
if pick2(ic)<=odds(id) & pick2(ic)>odds(id-1)
pa(ic)=id-1;
end
end
ic=ic+l;
end

%

% Performs mating using single point crossover

ix=1:2:keep; % index of mate #1

xp=ceil (rand(1,M)*Nt); % crossover point

r=rand(1,M); % mixing parameter

for ic=1:M
xy=par(ma(ic),xp(ic))-par(pa(ic),xp(ic)); % ma and pa mate
par(keep+ix(ic), :)=par(ma(ic),:); % 1st offspring
par(keep+ix(ic)+1, :)=par(pa(ic),:); % 2nd offspring
par(keep+ix(ic),xp(ic))=par(ma(ic),xp(ic))-r(ic).*xy; % 1st
par(keep+ix(ic)+1l,xp(ic))=par(paic),xp(ic))+r(ic).*xy; % 2nd

if xp(ic)<npar % crossover when last variable not selected
par(keep+ix(ic), :)=[par(keep+ix(ic),1l:xp(ic)) par(keep+ix(ic)+1l,xp(ic)+1l: ¢

npar)];
par(keep+ix(ic)+1, :)=[par(keep+ix(ic)+1l,1:xp(ic)) par(keep+ix(ic),xp(ic)+l:«¢
npar)];
end % if
end

%
% Mutate the population
mrow=sort(ceil(rand(1,nmut)*(popsize-1))+1);
mcol=ceil(rand(1,nmut)*Nt);
for 1i=1l:nmut

par(mrow(ii),mcol(ii))=(varhi-varlo)*rand+varlo; % mutation
end % Wi

%
%  The new offspring and mutated chromosomes are evaluated
cost=feval (ff,par);

%

% Sort the costs and associated parameters
[cost, ind]=sort(cost);

par=par(ind,:);
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% Do statistics for a single nonaveraging run
minc(iga+l)=min(cost);
meanc(igat+l)=mean(cost);

%

% Stopping criteria
if iga>maxit | cost(l)<mincost

break
end

[iga cost(1)]

end %iga

%

% Displays the output

day=clock;
disp(datestr(datenum(day(1),day(2),day(3),day(4),day(5),day(6)),0))
disp(["optimized function is " ff])
format short g

disp(["popsize = * num2str(popsize)
(npar)1)

disp([ "#generations=" num2str(iga) " best cost=" num2str(cost(1))])

disp(["best solution®])

disp([num2str(par(1,:))1)

disp(“continuous genetic algorithm®)

figure(1)

iters=0:length(minc)-1;

plot(iters,minc, "-b",iters,meanc, "-r");

xlabel ("No. of Generations®, "FontSize" ,12);

ylabel ("Cost®, "FontSize* ,12);

text(0,minc(l), "best", "FontSize" ,12);text(1l,minc(2), "population average® , "FontSize" ,12)

mutrate = num2str(mutrate) " # par = num2str ¥
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% Test functions for optimization of a small hydropower scheme (1-10 MW)
% Set funnum to the function you want to use.

% Haupt & Haupt

% 2003

% File modified for Master®"s Thesis "Cost Optimization of Small Hydropower"
% by Jeffrey Tuhtan, Universitaet Stuttgart - WAREM

% September 2007

function f=testfunction(x)

funnum=1;

if funnum==1 %F1

% x(:,1) is Qd - constrained by the Qmax term in front of the sin value, here it isv¥

14
% using abs(sin()) converts the Q value to a 0-1 distribution
% x(:,2) is Hg - constrained by the "varhi® and "varlo® parameters in
% the GAcontinuous.m file used to run the optimization
Qmax = 14.1
Qd = abs(Qmax*sin(x(:,1)))
%Qd = 1.87

Sr = 45 %111 side slope in degrees, use when considering canal in soil!l!l
Lcs = 150 % canal length in meters
Hg = x(:,2)

%%% These are the 6 costing equations, as functions of Qd and Hg only
Ceng = 19984*(Qd."~0.54).*(Hg.~0.378)

Cgen = 5033*(Qd.”~0.9).*(Hg-"0.648)

Ctur = 24110*(Qd.”~0.91).*(Hg."0.455)

Csub = 163*(Qd-~0.9).*(Hg-"0.9)

Cpen = 20*[(1.5+0.01*Sr"1.5)*Qd.*Lcs]-"0.9% use when considering canal...

%Cpen = 0.3*(65157*(Qd.~0.769).*(Hg.~-0.385)+ 164127*(Qd.~0.334).*(Hg.~-0.167))
Cciv = 40327*(Qd.~0.82).*(Hg.~0.574)

%%% 1 is the total investment cost, taken as the sum of the 6 costing equations
% The coefficients are all set to 1.00, but the user can play around with

% the results by changing them to see what happens, it gets interesting!
1 = 1.00*Ceng+1.00*Cgen+1.00*Ctur+1.00*Csub+1.00*Cpen+Cciv

%%% Efficiency caculation - this is a function of the Qd and Qmax over
% the flow duration curve which is input by the user and used by the
% program. The resulting efficiency is based on an efficiency curve
% for a cross flow turbine
% Alternately, the hidden value (%) of n may be used instead if the user wants
% to define a fixed value of the efficiency - but then the calculations
% will not reflect a decrease in annual energy production as a result of
% changing efficiencies over the whole flow duration curve
% Qmax is the maximum Q possible for a given flow duration curve
% (user-defined)
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% n_other is the base electrical efficiency of the whole system, not depending on the
% flowrate, such as the transmission system

%n = n_other.*(0.79 + 0.055.*((Qd - min(Q5-Qlow, Qd))./Qd) - 0.22.*(((Qd - min(Q5-Qlow, ¥
Qd))./Qd) -~14))

%%% R, the energy calculation divides up the flow duration curve into 20 segments, each 5% v
of one year or 18.25 days

% if the user wishes to use another segmentation, then the time factor, tf

% needs to be changed to reflect the number of days

% The min(A,B) function makes sure that the chosen Q,H combination by the
% optimization algorithm results in a interval power calculation which is
% not greater than the maximum theoretical power calculation. The max
% theoretical calc is based upon the flow duration curve:
% "fee'" is the price of sold energy in EUR/kWh,
% "tf" iIs the number of days per segment of the FDC,
% '""t_optday"™ is number of hours per day at which the plant is operational,
% "rho" is the density of water in kg/m3,
% "g'" is the gravitational constant in m/s2,
% "'n" §s input as per above,
% ""0.001" is the conversion factor for power in Watts to kW,
% "Qlow" is the low flow req. which is subtracted from the FDC curve in m/s3,
% (note: the hydropower scheme is inherently diversionary)
% "FkWh'" is the total income per segment not including Hg or Qd.

% In order to change the given flow duration curve, the user needs to split
% the annual values into 20 equal segments, and manually input the values
% into "QXX = Q_user_inputXX® for its appropriate range

fee = 0.0967

tf = 18.25
t_optday = 24
rho = 1000
g = 9.81
Qlow = 0.4
Q5 = 14.1
Q10 = 6.1
Q15 = 4.5
Q20 = 3.8
Q25 = 3.2
Q30 = 2.8
Q35 = 2.5
Q40 = 2.3
Q45 = 2.0
Q50 = 1.8
Q55 = 1.7
Q60 = 1.6
Q65 = 1.5
Q70 = 1.4
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Q100 = 0.9

%n = min(14.1-Qlow, Qd)
n_other = 1

n5 =
Qlow,
nlo =
Qlow,
nl5 =
Qlow,
n20 =
Qlow,
n25 =
Qlow,
n30 =
Qlow,
n35 =
Qlow,
n40 =
Qlow,
n45 =
Qlow,
n50 =
Qlow,
n55 =
Qlow,
n60 =
Qlow,
neés5 =
Qlow,
n70 =
Qlow,
n75 =
Qlow,
n80 =
Qlow,
n85 =
Qlow,
n90 =
Qlow,
nos =
Qlow,
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C. MATLAB Code for GA Optimization

%%%MW_ann = Annuual energy production, in MWh

M5 = min(Q5-Qlow, Qd).*Hg-*rho.*g.*n5.*0.000001.*tf.*t_optday

M10 = min(Q10-Qlow, Qd).*Hg.*rho.*g.*n10.*0.000001.*tf.*t_optday
M15 = min(Q15-Qlow, Qd).*Hg.*rho.*g.*n15.*0.000001.*tf.*t_optday
M20 = min(Q20-Qlow, Qd).*Hg.*rho.*g.*n20.*0.000001.*tf.*t_optday
M25 = min(Q25-Qlow, Qd).*Hg.*rho.*g.*n25.*0.000001.*tf.*t_optday
M30 = min(Q30-Qlow, Qd).*Hg.*rho.*g.*n30.*0.000001.*tf.*t_optday
M35 = min(Q35-Qlow, Qd).*Hg.*rho.*g.*n35.*0.000001.*tf.*t_optday
M40 = min(Q40-Qlow, Qd).*Hg.*rho.*g.*n40.*0.000001.*tf.*t_optday
M45 = min(Q45-Qlow, Qd).*Hg.*rho.*g.*n45.*0.000001.*tf.*t_optday
M50 = min(Q50-Qlow, Qd).*Hg.*rho.*g.*n50.*0.000001.*tf.*t_optday
M55 = min(Q55-Qlow, Qd).*Hg.*rho.*g.*n55.*0.000001.*tf.*t_optday
M60 = min(Q60-Qlow, Qd).*Hg.*rho.*g.*n60.*0.000001.*tf.*t_optday
M65 = min(Q65-Qlow, Qd).*Hg.*rho.*g.*n65.*0.000001.*tf.*t_optday
M70 = min(Q70-Qlow, Qd).*Hg-*rho.*g.*n70.*0.000001.*tf.*t_optday
M75 = min(Q75-Qlow, Qd).*Hg.*rho.*g.*n75.*0.000001.*tf.*t_optday
M80 = min(Q80-Qlow, Qd).*Hg.*rho.*g.*n80.*0.000001.*tf.*t_optday
M85 = min(Q85-Qlow, Qd).*Hg.*rho.*g.*n85.*0.000001.*tf.*t_optday
MO0 = min(Q90-Qlow, Qd).*Hg.*rho.*g.*n90.*0.000001.*tf.*t_optday
M95 = min(Q95-Qlow, Qd).*Hg.*rho.*g.*n95.*0.000001.*tf.*t_optday

M100 = min(Q100-Qlow, Qd).*Hg-*rho.*g.*n100.*0.000001.*tf.*t_optday

MWh_ann = M5 + M10 + M15 + M20 + M25 + M30 + M35 + M40 + M45 + M50 + M55 + M60 + M65 +«
M70 + M75 + M80 + M85 + MO0 + M95 + M100

%%%R = Annual revenues, in September 2007 EURO as the sum of each of the interval v
revenues
R = MWh_ann.*fee.*1000

%%% Objective function - NPV over 30 years
%(user must change the function "f" manually to adjust the time span over which the v
NPV is to be calculated)
% sorry in not using a loop for (i=1 to n=30 years etc.), but the algorithm runs much v«
faster this way!
r = 0.015
i= 1+.045
%%% The Net Present Value, including a 1% annual increase in the 0&M
%costs, the below function can also be used, as it does not include the
%annual increase in 0&M
EUR_kWh = (1+30*r).*1./(1000.*MWh_ann.*30)

F=1-(R-(r*1))/i-(R-(r*1.01*1))/i"2-(R-(r*1.02*1))/i~3-(R-(r*1.03*1))/i*4-(R-(r*1.04*1)) ¢
/i"5-(R-(r*1.05*1))/i76-(R-(r*1.06*1))/i*7-(R-(r*1.07*1))/i*8-(R-(r*1.08*1))/i~9-(R-(r*1. ¢
09*1))/i~10-(R-(r*1.10%1))/i*11-(R-(r*1.11*1))/i*12-(R-(r*1.12*1))/i*13-(R-(r*1.13*1)) ¢
/iM4-(R-(r*1.14*1))/i~15-(R-(r*1.15%1))/i*16-(R-(r*1.16*1))/i*17-(R-(r*1.17*1))/i~18-(R- ¥
(r*1.18*1))/i~19-(R-(r*1.19%1))/i~20-(R-(r*1.20%1))/i~21-(R-(r*1.21*1))/i*22-(R-(r*1. ¢
22%1))/i723-(R-(r*1.23*1))/i"24-(R-(r*1.24*1))/i"25-(R-(r*1.25%1))/i*26-(R-(r*1.26*1)) ¢
/inr27-(R-(r*1.27%1))/i"28-(R-(r*1.28*1))/i"*29-(R-(r*1.29%1))/i"30

%F=1-(R-(r*1))/i-(R-(r*1))/i*2-R-(r*1))/i”3-(R-(r*1))/i*4-(R-(r*1))/i’5-(R-(r*1))/i"6- ¢
R-(r*1))/ir7-(R-(r*1))/i*8-(R-(r*1))/i*9-(R-(r*1))/i~10-(R-(r*1))/i*11- R-(r*1))/i”12-(R- ¢
(r*1))/i*13-(R-(r*1))/i*14-(R-(r*1))/i*15-(R-(r*1))/i*16-(R-(r*1))/i*17-(R-(r*1))/i~18-(R- ¢
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(r*1))/i*19-(R-(r*1))/i*20- (R-(r*1))/i*21- (R-(r*1))/i*22- (R-(r*1))/i"23- (R-(r*1))/i"24-(R- «
(r*1))/i"25-(R-(r*1))/i*26-(R-(r*1))/i*27-(R-(r*1))/i*28-(R-(r*1))/i~29- (R-(r*1))/i*30

elseif funnum==2

funnum==2 %Test function 2, engineering costs
Qd = x(:,1)
Hg = x(:,2)

f = 19984*(Qd.~0.54) .*(Hg.~0.378)

end



D. Small Hydro Costing Approaches,
Their Advantages and Disadvantages
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Approach Advantages ‘ Disadvantages
Fast and easy to apply. Numer- | Not sensitive to many local
Formula- ous national studies using such | site conditions.  Often grossly
Based approaches are available for com- | over/underestimate costs. No un-
parison. Can be updated easily | certainty in costing analysis is
using producer price indexes or | included.
locally-obtained information. Al-
low for quick cost estimation.
Can take into account ecologi- | Requires information which may
Computer- cal, hydrological, and economic | not be available at the prefeasi-
Based conditions of a particular site. | bility stage. Time consuming and
Detailed, site-specific information | in many cases may not give a bet-
can be included in the cost esti- | ter result than a simple formula-
mation. Parameters can be varied | based approach.
to determine their influence for a
given site with little inconvience.
Allows for fast comparison of al-
ternatives.
Includes detailed, site-specific in- | Time consuming process requir-
Optimized formation. Allows the wuser | ing many assumptions and input
Uncertainty | {4 create a prefeasibility design | data. The user must be famil-
with economically-optimized de- | iar with computer-based meth-
sign parameters. Uncertainty | ods, basic optimization theory,
analysis can provide ranges of | and uncertainty analysis to make
costs and their corresponding | the approach useful.  Costing
probability of occurance for a | equations used should be val-
wide range of scenarios. idated and adjusted to match
local conditions for reliable re-
sults. Due to the many assump-
tions made, the end result may
still vary greatly from the NPV
optimum.
Most likely method to produce | Does not provide any indication
Detailed accurate results. Small changes | as to whether the chosen design
Itemized

in the design can be taken into ac-
count. Alternative scenarios can
be compared with a high level of
accuracy and detail. Site-specific
conditions can be taken into ac-
count directly without having to
use factors, averaged values, or
equations.

is optimum. Requires a great deal
of information often not found at
the prefeasibility level. The most
time consuming of all approaches,
with high data requirements.
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